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INTRODUCTION

This report grew out of a workshop sponsored by the National Science Foundation
(NSF) in Arlington, Virginia, on April 17-18, 2008. The two-day workshop, attended by
approximately 60 participants, sought to develop and validate a strategy by which to assess
the value of NSF’s investment in broadening participation across all directorates and
programs. Invited participants represented the following constituencies: NSF grantees,
professional evaluators, and the policy community (which included representatives from
Congress, the Office of Management and Budget [OMB], NSF staff, and staff from other
federal agencies). Many of the workshop participants and other invited guests reconvened
in December 2008 to hear about and discuss the progress being made in developing a
report based on the April workshop. The December half-day meeting offered an opportunity
to refine the ideas laid out by the authors engaged in developing the final document.

The workshop was structured around responding to two questions:

e  What metrics should be used for project monitoring?
e What designs and indicators should be used for program evaluation?

The workshop resulted in providing information for NSF about what it should
require for program monitoring and for program evaluation and advice and data gathering
information relevant to awardees.

Speakers from NSF and OMB, respectively, discussed the NSF perspective on the
importance of broadening participation and ongoing efforts of a recently established
working group, and the OMB perspective on evaluating broadening participation programs
(please see Appendix B for the workshop agenda). The major part of the workshop,
however, was spent in small group parallel sessions to address the two questions above.
The sessions were led by the authors of the various chapters contained in this volume.

The report incorporates the discussions in the plenary and small group sessions of
the workshop within the parameters of the two framing questions above, but goes beyond
the workshop in considering what might be NSF’s approach to assessing its efforts to
broaden participation across programs and directorates (Chapter One). “The Policy Context
for NSF’s Programs for Broadening Participation,” by Norman Fortenberry, the second
chapter in the report, lays out the policy context within which the NSF strategy for
broadening participation has developed over the years, providing the background against
which any discussion of assessment must take place.

The next chapter in this series, “Implications of the NSF Broader Impacts Statement
for Broadening Participation: A Inclusive Strategy,” by Nelson and Bramwell, comments on
the way that the NSF broadening participation goal is expressed in NSF broader impacts
statements and related activities. It gives recommendations for actions that will help to
improve the way in which the Foundation goes about fulfilling its broadening participation
goal with the data provided.



The fourth chapter, “Measuring Success and Effectiveness of NSF’s Broadening
Participation Programs: Suggested Monitoring Metrics and Evaluation Indicators,” by
Clewell, describes a recent effort by NSF to identify a broadening participation portfolio of
funded programs and to classify these programs according to broadening participation
goals. The paper then suggests appropriate monitoring metrics and indicators that could be
used to evaluate the programs in this portfolio.

The remaining chapters discuss the evaluation of broadening participation efforts
more broadly. They can be read and utilized independently. The fifth chapter, “Outcomes
and Indicators Related to Broadening Participation,” authored by Campbell, Thomas, and
Stoll, provides an overview of outcomes and related indicators of success that might be used
not only in evaluating science, technology, engineering, and mathematics (STEM) programs,
but also in assessing Foundation-level efforts in internal and external areas. Its companion
chapter by the same authors, “Evaluating Efforts to Broaden Participation in STEM Fields,”
focuses on issues of evaluation design, including appropriate evaluation designs for
broadening participation-type projects.

As documented in the Fortenberry chapter, NSF’s goal of broadening participation
has been shaped by a variety of policy actions of the legislative and executive branches of
government. Within the agency itself, policies articulated by the National Science Board
(NSB) and the Committee on Equal Opportunity in Science and Engineering (CEOSE) have
informed the NSF approach and strategy to address this goal, as referenced in major policy
documents issued by NSF.1 The recent NSF publication, Broadening Participation at the
National Science Foundation: A Framework for Action (NSF, 2008), outlines the NSF-wide
broadening participation plan. As such, it provides guidelines for broadening participation
both externally and internally, through actions such as expanding the reviewer pool,
training NSF staff and reviewers, enforcing accountability for NSF staff and principal
investigators, communicating promising practices, and maintaining and monitoring a
portfolio of relevant programs. Our report considers approaches to assessing the efficacy of
these actions, with a primary focus on the evaluation of programs/projects that make up the
broadening participation portfolio. We have chosen, nevertheless, in several of the chapters,
to include a wider perspective on the task of evaluating these types of programs and
activities, recognizing that the goal of broadening participation should be integral to all
functions of the agency, transcending a discrete set of actions.

Beatriz Chu Clewell
Norman Fortenberry

Co-Editors

1 See the Proposal and Award Policies and Procedures Guide (NSF 07-140), the NSF Strategic Plan (NSF
06-48) and the NSF Budget Request.



PART I: FOCUS ON NSF STEM BROADENING PARTICIPATION
PROGRAMS

CHAPTER 1: SUMMARY OF THE WORKSHOP ON EVALUATION OF EFFORTS
TO BROADEN PARTICIPATION IN STEM

Darnella Davis, Ed.D.
COSMOS Corporation

Antonio Garcia, Ph.D.
Arizona State University
Hispanic Research Center

THE WORKSHOP CONTEXT

In April 2008, experts including NSF grantees, professional evaluators, and
representatives from the policy community took part in a two-day workshop to develop
strategies for demonstrating the value of the National Science Foundation’s (NSF)
investment in broadening participation across all programs and directorates. The gathering
also included a reexamination of NSF’s broader impact merit criteria for furthering
broadening participation goals.

The two questions addressed during the April workshop were:

e  What metrics should be used for project monitoring?
¢ What designs and indicators should be used for project evaluation?

Many of the workshop participants and other invited guests reconvened in
December 2008 to hear about and discuss the progress being made in developing a report
based on the April workshop. The December half-day meeting offered an opportunity to
refine the ideas laid out by the authors engaged in developing the final document.

Presentations were organized by draft report section and covered by the respective
author(s). Thus, discussion was roughly structured by topic, beginning with an overview of
the draft report. Following the overview, there were presentations on the following topics:

e The Policy Context for NSF Programs for Broadening Participation,
e Measuring Success and Effectiveness in NSF’s Broadening Participation
Program: Monitoring Metrics and Evaluation Indicators; and



e (ritical Issues Related to Indicators and Outcomes.

An additional presentation provided a context for these topics: Implications of the
Broader Impacts Statement for Broadening Participation. The presentation was based in
part on a paper prepared for the April workshop (Nelson and Bramwell, 2008).

Beverly Karplus Hartline, Associate Provost for Research and Dean of Graduate
Studies, University of the District of Columbia (UDC), and member and former Chair of the
Committee on Equal Opportunities in Science and Engineering (CEOSE), gave a response to
the draft report.

Following the presentations, James H. Wyche, Division Director for the Division of
Human Resources Development (HRD), facilitated an audience feedback session. Wanda
Ward, Deputy Assistant Director for the Directorate of Education and Human Resources
(EHR), then provided some final reflections before Bernice Anderson, EHR Senior Advisor,
closed the proceedings.

SUMMARY OF WORKSHOP PRESENTATIONS AND AUDIENCE RESPONSES

Overview of Report

Norman Fortenberry, Center for the Advancement of Scholarship in Engineering,
National Academy of Engineering, provided an overview of the draft report, explaining its
goal of articulating useful metrics and broadening participation designs, and restating the
two key questions addressed in the April 17-18, 2008 workshop. He also recalled that the
aim of that workshop was to “develop and validate a strategy by which to assess NSF’s
investment in broadening participation across all directorates and programs.”

The Policy Context for NSF’s Programs for Broadening Participation

After the overview, Dr. Fortenberry transitioned into a presentation of the first topic
which covers policy contexts for broadening participation, including those that fall within
the legislative, executive, and judicial branches of government. He outlined the core values
ideally embraced in programs and practices among for-profit organizations as well as NSF,
the National Institutes of Health (NIH), nongovernmental organizations (NGOs), and the
private sector. However, he noted that the impacts of broadening participation efforts by
entities outside of NSF are not included in overall planning. In the case of NSF, he pointed to
the role of CEOSE in providing guidance to NSF in its efforts to serve the public. He also
noted the guidance on inclusiveness articulated in NSF’s long-term plans:
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Core value from the NSF strategic plan FY 2006-2011.

Broadly Inclusive: Seeking and accommodating contributions from all sources
while reaching out especially to groups that have been underrepresented;
serving scientists, engineers, educators, students and the public across the
nation; and exploring every opportunity for partnerships, both nationally and
internationally.

Dr. Fortenberry mentioned implied metrics for gauging broadening participation
impacts including participation (absolute or relative), impacts, and products. He noted that
most public institutions address some of these metrics.

Dr. Fortenberry discussed a number of key policy statements, acts, and other
directives containing language that sets the contexts that the different branches of
government use in shaping broadening participation policy. The legislative branch focuses
on authorizations and appropriations to higher education with foci beyond the top 50
universities, states that do not receive high amounts of federal research dollars, and
community colleges. The executive branch has given orders that mandate efforts to
strengthen Historically Black Colleges and Universities (HBCUs), Hispanic Serving
Institutions (HSIs), and Tribal Colleges. The judicial branch has steered NSF programs from
a focus on individuals based on their demographics to national outcomes to be achieved. Dr.
Fortenberry concluded by enumerating some of the metrics that are emerging due to these
policy perspectives as a way to gauge broadening participation. The metrics include rates of
participation, indicators of impacts of institutional policies and practices, and measures of
productivity in academic and professional products.

In sum: Emerging metrics are clarifying paths to achieving broadening participation
in complex policy environments.

Measuring Success and Effectiveness in NSF’s Broadening Participation Program:
Monitoring Metrics and Evaluation Indicators

Patricia Campbell, Campbell-Kibler Associates, provided an overview of topic two,
which was prepared by Beatriz Clewell of the Urban Institute. The second topic focused on
NSF programs and their broadening participation strategies and it also highlighted
appropriate metrics and indicators for monitoring and evaluating their effectiveness.

Two main types of broadening participation guided the discussion: individual and
institutional. Given these parameters, two manners of capturing broadening participation
data were outlined. The first covers monitoring metrics which capture short-term data such
as stated goals, baseline data, or follow-up data. A second is that evaluation, which normally
develops research questions and impact indicators, is longer term, and is situated within
broader program-level goals. [deally, the results of these data collection efforts are used by
policymakers, funders, individual projects, researchers, and the practitioner community.
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Recommendations for measuring success include:

e Collect common or uniform broadening participation data,
e Askif programs serve proportional or representative groups; and
e Check if positive outcomes are equally distributed.

The interactive discussion thread included the following points:

e There is a structural challenge to having all data in the same format in that data
might be; (a) required, (b) useful to have, or (c) perceived as beyond the interest
of staff assigned to collect data that strictly adhere to a uniform standard.

e The agency and the field should work together to reduce the data collection
burdens of each site in terms of required monitoring or evaluation.

e Additionally, evaluators may make recommendations to monitors in terms of
capturing baseline data. Establishing baseline data is so important that
evaluators should be engaged from the inception of a project.

In sum: Both monitoring and evaluation strategies can be refined to better gauge
the progress and success of NSF’s broadening participation program.

Critical Issues Related to Indicators and Outcomes and Evaluation Designs/Strategies

Veronica G. Thompson, Howard University Professor of Human Development, gave
an overview of topic three, which argues that success is measured at multiple levels and
important distinctions must be made among inputs, outputs, process, and outcomes. Inputs
are colloquially defined as “What do we invest?” Outputs are “What do we do or who is
served?” The process should be about tracking the implementation’s alignhment with the
original intentions. Also, outcomes are not to be confused with process.

Dr. Thompson then defined the measures of success at multiple levels as:

e Access to the benefits of science, technology, engineering, and mathematics
(STEM) knowledge,

e Access to STEM knowledge,

e Studying STEM,

e Working in STEM areas; and

e Generating knowledge.

Other considerations for fairly presenting data include:

e Parity as a range (e.g., 10-15 percent),

e Parity as more participation overall,

e Discipline or field size to which the definition applies; and

e Integrating qualitative indicators and transforming perspectives, (e.g., broader,
more inclusive, diverse perspectives, or looking beyond numbers to policies).
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For professional development, success may be seen at three levels: individual,
institutional, or Foundation.

e Atthe individual level, the measures include participation, retention,
persistence, success, experience, and attitudes.

e Atthe institutional level, other measures cover staff, policies, accountability,
monitoring, and collaboration.

e At the Foundation level, still more measures address information about
broadening participation, review policies, diversity of personnel, funding levels,
knowledge gains, and strategies.

A number of questions and comments signaled some of the problems to be
overcome in achieving a fair evaluation. One question is, “What do you use if the evaluator is
not there at the start of the program? For example, what are the influences of prior
experiences for students coming into an international program?”

Another possible solution would be the use of a retrospective design to address the
challenges posed by an evaluation that does not begin at a project’s inception. Or, adding
questions as you learn more would be acceptable, as would the use of critical incidence. To
address the challenge of isolating the current initiative, which is the main problem, it would
be prudent to set up a good comparison group. In this respect, the Alliances for Graduate
Education and the Professoriate (AGEP)! and the Louis Stokes Alliances for Minority
Participation (LSAMP)Z programs are teasing out multiple types of designs to determine
impact.

The caution is that one needs to be careful about the difference between evaluation
and research. One assertion is that the most one can get from evaluation is a preponderance
of evidence and, therefore, triangulation is important.

Another point focused on the ability to make mid-course corrections. A point of
clarification is that there is a distinction between mid-course corrections based on data
versus a trial and error approach, and any corrections should be documented.

A more detailed discussion on how to make corrections that change the level of
intervention was made in reference to medical care. One questioner asked, “Does it make
sense to tweak dosage?” The reply to this was that intensity matters. An example of this is
the American Association for the Advancement of Science’s (AAAS) work for Innovative
Technology Experiences for Students and Teachers (ITEST). Further discussion on this issue
included a caution that there is a risk of confounding self-selection and dosage.

1 Conducted by The Urban Institute, this evaluation report can be found at www.urban.org. Please see
the Reference section of this chapter for the report links.

2 Conducted by The Urban Institute, the evaluation reports can be found at www.urban.org. Please
see the Reference section of this chapter for the report links.
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Another question surfaced regarding whether the collaboration was being
evaluated. If so, for informal science education (ISE), Randi Korn’s chapter in Framework for
Evaluating Impacts on ISE Projects (2008) was offered as a good reference.

Social network analysis was mentioned as having intriguing applications that can be
joined with hierarchical linear modeling (HLM). Also, Mary Bucholtz currently has NSF
funding for a study (The Role of Social Interaction in the Development of Scientist Identities
and the Retention of Undergraduate Women in Science Majors) that should be of interest. In
addition, NSF funded a retrospective study of collaboration covering computer science. And
an analysis found that when more collaboration existed fewer publications were produced.
However, it was noted that this finding does not directly establish a causal link between
collaborations and publication rates.

Subsequently, there was a question about whether anyone is studying the
interaction between research and evaluation. The interest was in whether within NSF’s
Math and Science Partnership Program Evaluation (MSP-PE), the stronger partner
compromises the other. This prompted another set of questions: “First, what’s the outcome
of collaboration? What's the claim in terms of value added? Second, what's the process in
terms of social network analysis as to how well collaboration works?” The point here is that
studying collaborations and their outcomes constitutes a legitimate area of research.

Another participant noted that in an international social network initiative, what
happened over time—as people spread—is not being evaluated. It was offered that in the
future, the research community needs to measure large data sets that no one is currently
tackling.

Pulling back to the underlying question about taking corrective actions, another
participant asked “Which elements are working or not? How much control is there over
variables? What actions lead to outcomes? How does one distinguish between research and
evaluation?” One response is the idea of developing a center that merges research and
evaluation while engaging graduate students, undergrads, and faculty. But another
participant commented that the American Evaluation Association (AEA) is suggesting that
the evaluation community stop trying to make a distinction between the two pursuits and
just get more rigor in evaluation and more context in research. Another participant
cautioned that the point is not to lose sight of the need to talk about the quality of
collaborations, that it is important to measure the extent to which they are good or bad.

To clarify terms, Dr. Campbell offered the analogy that research is the dog,
treatment is the tail. While in evaluation, the intervention is the dog and evaluation is the
tail. Thus, the difference is in control. Evaluation doesn’t wave the dog.

A useful reference on longitudinal tracking (Bailey, 2008) was offered during the
discussion. In response, a participant observed that NSF now tracks minorities and women
more than white males, and perhaps NSF projects should track all subgroups. However, it
was noted that there are constraints due to confidentiality. Still, there was
acknowledgement that evaluators can add questions for all groups to respond to
voluntarily.

14



A new idea was posed relating to obtaining qualitative versus quantitative data. The
question was “Why not use life histories?” In response, one suggestion was that a project
should start with quantitative data and then go from there, using comparison groups and
keeping in mind the hierarchy of research methods represented by the pyramid with
experimental designs at the apex, followed by quasi-experimental, and then other designs.

When selecting designs, some checks include:

e Appropriateness of fit,

e Timing,

e Balance between level of evaluation and level of intervention,
o Level of evidence; and

e Strength of rivals.

Case studies can be used as a summative evaluation tool (Yin, 2009). One way is for
a case study to document the outcomes of interest, which may be quantitative or qualitative
or both. Another way is to address the attribution issue by explaining cause and effect
relationships or enriching their understanding. Such insights can go beyond what can be
discerned by using experiments or quasi-experiments alone, although the case studies
cannot establish the cause-effect relationships with the same certainty as these other
methods. In this sense, case studies also serve as a strong partner in complementing other
methods as part of a mixed methods study.

Evaluation and Broader Impacts

After these presentations, an NSF program director referenced the contributions of
Donna Nelson and Fitzgerald Bramwell’s work in facilitating the April workshop, noting
EHR’s objective of collecting broadening participation data under all of the broader impact
areas. In that context, NSF’s merit criteria are the only places where awardees are required
to report on broadening participation, although people can collect broadening participation
data for the other four categories in terms of diversity, equality, and accessibility. However,
with additional questions come additional costs and NSF must find funding to document
and assess:

e Community outreach and dissemination,

e Integrating research and training,

e Building infrastructure,

e Potential societal benefits of human resource development,
e Reaching diverse media; and

e Encouraging use of research by diverse groups.

In commenting on the workshop, another NSF staff member, Dr. Fae Korsmo,
discussed NSF’s efforts to redefine its objectives through self-examination and its
development of seven action items. She stressed the need to make the results of NSF’s self-
assessment accessible beyond the education community, paying special attention to the use
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of definitions and jargon. She mentioned that two studies are looking at broadening
participation impacts. These efforts benefit from reviews of Committee of Visitors (COV)3
reports and reviews conducted by AAAS staff. She also stated that NSF is open to redefining
the broadening participation portfolio.

A participant then asked, “What are specific objects or special plans in regard to
NSF’s overall goals?” The response given was that NSF conducted a Foundation-wide survey
that yielded 1,200 accomplishments. For 50 percent of these items, respondents checked
that they related to “broadening participation” and explained what they had done.

The remaining question during this portion of the meeting summed up the
challenges in evaluation: “Still, what’s the best use of evaluation efforts, and at what level?”

3 The NSF relies on the judgment of external experts to maintain high standards of program
management, to provide advice for continuous improvement of NSF performance, and to ensure
openness to the research and education community served by the Foundation.
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Figure 1.1. Leveraging Broader Impacts
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Figure 1.1. Contains a graphic depiction, Leveraging Broader Impacts, which illustrates the flow of
potential broadening participation influences (from Addressing Broadening Participation within the

NSF Broader Impacts Category, a presentation by Johnson and Anderson; based in part on Nelson and
Bramwell, April 2008).
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RESPONSE TO REPORT

Beverly Karplus Hartline, Associate Provost for Research and Dean of Graduate
Studies, University of the District of Columbia (UDC), and former Chair, CEOSE, was
surprised to learn that the 2005 CEOSE report covering a decade of NSF activities showed
that not much had changed over the years. For example, since the 1980s, except for
increases in the number of white women, no other underrepresented group has moved
toward parity. The report showed data with a positive slope, but noted that the populations
of interest have also grown in magnitude.

Therefore, CEOSE is pushing for accountability, i.e., broadening participation prima
inter parus. In fact, CEOSE is recommending that broadening participation be rewarded. Dr.
Hartline personally applauds the workshops’ efforts and would like to get the report out to
those who might not otherwise be interested. Specifically, she would like to create more
awareness that diversity is not the antithesis of excellence, nor is it an either/or choice. She
asked “How can evaluation in general and this effort in particular help catalyze epiphanies
to expand the ranks of the converted?”

The following are CEOSE’s recommendations for broadening participation in
research projects:

e There should be a FastLane reporting template that lists which
underrepresented individuals or institutions have been impacted,

e Data should be disaggregated to capture important insights,

e NSF should acknowledge that impacts may be different for different
demographic groups; and

e NSF should note that there are differential pathways for arriving at STEM,
including various actions for encouraging student participation in STEM
disciplines.

The point is to give attention to dimensions that are too often overlooked. This
entails capturing the differential pathways to advancement at the faculty level, and at
departmental, college, institutional, project, and program leadership and advisory levels.

The caution is over the importance of being critical of evaluations and their quality,
paying attention to the credentials, quality, and performance of the various purveyors of
evaluation. The question is “How can what NSF expects and requires be aligned with what
its performing institutions are doing in assessment and accountability?” In this regard,
another recommendation is to communicate issues about small numbers and privacy when,
for example, there are fewer than 25 subjects and confidentiality is more easily
compromised. It was noted that there is awareness of these issues. For example, for the
redesign of their survey of earned doctorates, the Division of Science Resources Statistics
(SRS) website is taking comments.

18



In sum: CEOSE supports NSF’s current efforts to give greater attention to accountability and
broadening participation while stressing the urgency of mainstreaming broadening
participation transformations.

AUDIENCE FEEDBACK

Audience feedback was initiated with a provocative question: “What’s between
baseline and outcomes? What do we think is missing?” The audience was encouraged to
identify other questions to be addressed in future evaluation dialogues.

A series of questions were then posed by another participant: “Are we happy with
our outcomes? Where are the impacts? Why is there so much stasis when we should be
seeing increases?”

In response to another participant’s concern that NSF disciplinary heads were not
present at the workshop, Dr. Ward noted that EHR is present as a leader and pushing all
directorates and policies on broadening participation. It was pointed out that there is a
small working group from NIH, NSF, and Research I universities asking how to engage.
Additionally, there also is the Capacity Building in Evaluation effort.

Another set of research-focused questions resulting from the evaluation discussions
were posed:

e What are cutting edge programs?

e What's going on elsewhere, internationally?

e  What's the best way to scale up things that do work?

e What are the strengths—where does culture fitin?

e How does one jump start STEM in underrepresented communities?
e How does one use the advances in health technologies elsewhere?

A final comment: “There’s a need for prioritization of the research and evaluation
agenda, and that should drive the effort.”

In closing, Dr. Ward commented that:

Evaluation has been a hallmark activity in EHR since 1992. The framework document is a
major contribution to current and future evaluation practice, helping NSF and the field to
improve both project and program evaluations. The recommendations are clear that an
evaluation framework for broadening participation must employ multiple methods to
provide guidance for continuous improvement in implementation and to determine the
quality and impact of investments in promoting diversity, equity, and accessibility in STEM
education and workforce development. Additionally, more longitudinal studies of individual
and institutional performance should be conducted to assess investment returns.
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