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Dear Colleagues, 
  
Cyberinfrastructure advances in the past decades – fueled by technological innovation and advances in digital 
communication – are catalyzing rapid transformations in science and engineering research. These advances are 
also enabling dispersed collaborating teams to collectively address more complex research questions. As the 
same time, the growth in instrumentation and computational capabilities are resulting in rapidly growing data 
sets – increasing the challenges of sharing, analyzing, modeling, and visualizing these data quickly and 
efficiently. This evolution has put the spotlight on the advanced cyberinfrastructure (CI) that will be needed in 
response to these myriad transformations across the whole spectrum of research disciplines to continue to 
catalyze innovation and discovery in the decades to come. 
  
In 2016, the NSF Advisory Committee for Cyberinfrastructure (ACCI) recommended that NSF survey the 
science and engineering community on its needs for advanced cyberinfrastructure over the next decade.  In 
January 2017, NSF released a Request for Information (RFI) on Future Needs for Advanced Cyberinfrastructure 
to Support Science and Engineering Research (NSF CI 2030), NSF 17-031. NSF received over 130 responses 
comprising over 300 individual contributors from across the research community – from research institutions, 
science-related organizations, industry, as well as many of NSF’s major multi-user research facilities.  The 
responses spanned an extraordinary range of research fields and were uniformly thoughtful and urgent in 
highlighting the many technical, process, and practice innovations needed to address present and anticipated 
trends in the scientific discovery enterprise. NSF posted all the responses on the dedicated NSF CI 2030 website, 
https://www.nsf.gov/cise/oac/ci2030/.  
  
Having proposed the highly successful survey, the ACCI determined to undertake a thorough and systematic 
analysis of this robust community response. A dedicated Cyberinfrastructure Ecosystem Working Group was 
formed under the leadership of Thom H. Dunning, Jr. (University of Illinois, then co-Chair of the ACCI), Gwen 
Jacobs (University of Hawaii, current ACCI Chair), Tilak Agerwala (Emeritus, IBM Corporation), David A. 
Bader (Georgia Tech), Helen M. Berman (Rutgers University), Michael Hildreth (University of Notre Dame), 
Rich Loft (National Center for Atmospheric Research), and Steven Ruggles (University of Minnesota).  
  
ACCI’s analysis of the CI 2030 RFI is presented in the attached report1, including overall recommendations to 
NSF (main body) and a host of findings in main thematic areas (Appendix B), all derived from in-depth 
examinations of each of the responses (Appendix C).  The report was discussed and approved at the Fall 2018 
meeting of the ACCI meeting on October 3, 2018. The report has been posted on the NSF CI 2030 website. 
 
On behalf of the National Science Foundation, the Directorate for Computer and Information Science and 
Engineering, and the Office of Advanced Cyberinfrastructure, I would like to express our gratitude to all the 
authors of the RFI responses for conveying their thoughts and ideas, and to Drs. Dunning and Jacobs and the 
ACCI for this excellent report. NSF depends heavily on input from the community for guidance, and the CI 2030 
effort provides such guidance from multiple perspectives, from individual voices in the responses to the 
collective analysis and advice from the Advisory Committee.  
  
Manish Parashar, Office Director 
Office of Advanced Cyberinfrastructure 
Directorate for Computer and Information Science and Engineering 
National Science Foundation 

                                                      
1 The ACCI provides independent advice to the National Science Foundation. All opinions, findings, and 
recommendations expressed within this report are those of the ACCI and do not necessarily reflect the views of the 
National Science Foundation. 
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Background 

On January 5, 2017 NSF released a Dear Colleague Letter requesting input from the research 
community on their future needs in an advanced cyberinfrastructure (NSF 17-031). The request, 
labeled CI2030, encouraged the respondents to consider their cyberinfrastructure needs stretching 
well into the 2020s. The Letter noted that, in the past two decades, the capabilities provided by 
NSF’s advanced cyberinfrastructure had become a critical element in science and engineering 
research. In this period there were revolutionary advances in scientists’ and engineers’ ability to 
simulate natural and engineered systems. These advances in computational science are continuing 
apace and have now been joined by important advances in data science, which is revolutionizing 
many areas of science, including the biological sciences and the social, behavioral and economic 
sciences. NSF plans to provide the cyberinfrastructure needed to continue these advancements. 

The advanced research cyberinfrastructure supported by NSF spans the deployment and operation 
of advanced computing, data and networking resources; the development and maintenance of the 
associated software infrastructure; a broad range of advanced services, including software 
engineering assistance, computational gateways, and training programs; cybersecurity; and 
workforce development. The critical role played by NSF in the national research 
cyberinfrastructure was recognized and reaffirmed in the National Strategic Computing Initiative 
and in the National Academies report on “Future Directions for NSF Advanced Computing 
Infrastructure to Support U.S. Science and Engineering in 2017-2020.” With the Dear Colleague 
                                                      
1 The ACCI provides independent advice to the National Science Foundation. All opinions, findings, and 
recommendations expressed within this report are those of the ACCI and do not necessarily reflect the 
views of the National Science Foundation. 
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Letter, NSF solicited input that would provide to a holistic view of the future capabilities needed 
in an advanced research cyberinfrastructure for science and engineering. 

The respondents to the CI 2030 Dear Colleague Letter were asked to frame their responses along 
the following three lines: 

1. A description of current or emerging science or engineering research challenge(s) that 
require an advanced cyberinfrastructure, providing context for the challenge in terms of 
recent research findings or standing question(s) in the field. 

2. A description of the absence of or limitations of capabilities in the current 
cyberinfrastructure or specific cyberinfrastructure advancements that must be addressed to 
accomplish the above research challenge(s). 

3. A description of any other aspects or issues that should be considered.  

 

NSF received 136 responses from 339 authors, some of whom contributed to more than one 
response. The authors were from 39 states and six foreign countries. About half of responses were 
from single authors and the other half from multiple authors. Some of the responses involved as 
many as fifteen authors and represented input from a significant segment of a research community. 
Figure 1 is a plot of the home institutions of the authors of the responses to the Dear Colleague 
Letter. Most of the respondents were from academic institutions and NSF facilities (81%), although 
19% of the respondents were from other institutions, e.g., research institutes, other federal agencies 
and laboratories, computing-related organizations, etc. The institutions represented in the responses 
are listed in Appendix A. 

Research supported by all of the NSF directorates was represented in the 136 responses. Although 
the preponderance of the respondents were either from Cyberinfrastructure (31%) or Mathematics 
and Physical Sciences (21%) disciplines, the increasing importance of cyberinfrastructure for 
advancing research was responsible for major contributions by researchers in the Biological 
Sciences (19%) and the Geosciences (14%). Engineering Science (6%), Computer Science (6%), 
and Education & Learning (3%) accounted for the remainder. 

 
Figure 1. Home institutes of the respondents to the NSF Dear 
Colleague Letter (NSF 17-031). 



CI2030: Future Advanced Cyberinfrastructure 

3 

 
Recommendations 

Below we list and describe the Recommendations that follow from an analysis of the Findings of 
the responses by the research community to the CI 2030 Dear Colleague Letter. The full set of 
Findings is summarized in Appendix B. The list of Recommendations below is not inclusive of all 
of the Findings; rather it represents those Findings considered most important by the 
Cyberinfrastructure Ecosystem Working Group. NSF is encouraged to consult all of the Findings 
as they make future plans. 
 
• NSF should continue to increase the computational, storage and networking resources 

available to the national research community. 

NSF provides computing, storage and networking resources that are essential for progress in a 
broad range of science and engineering disciplines. Additional resources are needed to enable 
traditional computational scientists and engineers to continue to increase the fidelity of their 
simulations and to enable new research communities to adopt digital technologies to further 
their science and engineering goals. Additional resources are needed in XSEDE and a follow-
on system is needed for Blue Waters. 

 
• NSF should develop a plan for building an efficient and effective cyberinfrastructure that 

serves the needs of its entire research portfolio.  

Although cyberinfrastructure is most effective when it is developed to address specific research 
activities, it is impossible to maintain separate cyberinfrastructures for all research projects. 
Although the elements of the cyberinfrastructure closest to the research activities will require 
specialized software and services (and possibly even hardware), communication and 
collaboration across research silos offers the possibility of building lower-level elements of the 
cyberinfrastructure that support a wide range of scientific and engineering research in a cost 
effective manner. 

• NSF should provide mechanisms to improve the quality and sustainability of research 
software, especially community codes that are used by a broad community. 

Software is a key component of the research cyberinfrastructure. Training for individuals who 
are building and maintaining scientific software must be improved to ensure the development 
of usable, scalable, and sustainable algorithms and applications. Professional software 
engineers can transform scientific and engineering codes, which are often developed by 
individual research groups or a small number of groups, into well designed, production-quality 
software. Theses attributes are critical for codes that will be used by a broad community. They 
are also criticval to realizing the full potential of new hardware computer, data and networking 
architectures. A significant shift in the academic reward system for software development is 
long overdue.   

• NSF should develop mechanisms to support teaming of scientists and engineers with 
computer scientists/engineers and cyberinfrastructure professionals to ensure that 
science and engineering benefits from future advances in cyberinfrastructure 
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capabilities. 

The cyberinfrastructure that will be available to support research in the 2020s will be vastly 
different from what exists today and will have capabilities that are not envisioned today. To 
address this challenge, collaborative and intellectual partnerships between science and 
engineering researchers and computer scientists/engineers and cyberinfrastructure 
technologists must be supported from the outset to ensure that a functional cyberinfrastructure 
is embedded into specific science challenges. 

• NSF should work with the academic community to determine mechanisms for long-term 
support of cyberinfrastructure technologists who are increasing critical to science and 
engineering research. 

The skill and knowledge needed to use advanced cyberinfrastructure to solve research problems 
is very advanced and beyond the reach of most domain scientists. Professionals with 
cyberinfrastructure expertise are in very short supply and there is an increasing need for 
“bridge” technologists, scientists with enough domain expertise to understand research 
requirements and enough technical cyberinfrastructure expertise to be able to develop/apply 
the right cyberinfrastructure solutions. Skills development, reliable funding sources, and 
rewarding career paths are desperately needed for such individuals. 

• NSF should create and publish five-year roadmaps for the cyberinfrastructure required 
to support world-class science and engineering, working closely with the user community, 
academia, industry, and the national laboratories.  

Five-year roadmaps with a ten-year vision will inform scientists and engineers of future 
capabilities; guide the development of research programs as well as investments in digital 
technologies; align future procurements and services with requirements; enable more effective 
partnerships within NSF and with other federal agencies; and last, but not least, enable an 
objective assessment of the ability of the US to keep science and engineering research in a 
leadership position.  

Given the rate and pace of change in base cyberinfrastructure technologies—Internet of 
Things, Big Data, Analytics, Machine Learning and High Performance Computing—the 
roadmaps should be updated annually.  

• NSF should support foundational cyberinfrastructure research for data science with a 
focus on frameworks and tools for data science, data centric systems architectures, and 
data repositories.  

Data Science. Accelerating scientific discovery requires the development of computational 
abstractions for research domains, coupled with methods and tools for their analysis, synthesis, 
simulation, visualization, sharing, and integration; standard tools, approaches, and frameworks 
for handling big data across different disciplines; new tools that incorporate insights from 
emerging statistical analysis and machine learning approaches, among others; and solutions for 
end-to-end management of big data, from ingesting massive amounts of data to archiving the 
products of data analyses. 

Data Systems Architecture. The advancement of data science requires cyberinfrastructure 
capabilities that go beyond “faster” computers. Examples include: a fast, scalable fault-tolerant 
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infrastructure for real-time analyses of streaming data; real-time data transfer from the 
laboratory to electronic laboratory notebooks or online repositories (enabling telepresence, 
real-time modeling, visualization and collaboration with peers); and improved cybersecurity 
that supports controlled data access, essential to collaborative research.  

Data Repositories. Well curated, well validated, open access repositories are required to ensure 
that the results of scientific research are available. To be most effective, data standards for the 
wide range of scientific domains must be developed by the expert communities in these 
domains with the support of NSF. 

• NSF should support small-scale prototypes of future computing systems to enable 
computational scientists and engineers to thoroughly assess their potential for 
transforming scientific research. 

Dramatic advances are being made in computing technologies. These advances, while 
promising, pose a challenge for the science and engineering community. Interactive small-scale 
prototypes of future computing systems should be made available to thoroughly assess the 
potential of these new technologies for advancing science and engineering research. For 
example, one or more centers should be established that have the latest in quantum computing 
hardware capabilities along with staff to aid researchers in developing applications for these 
systems and evaluating the progress of and potential for quantum computing systems.  

• NSF should work with the academic community to develop core computational and data 
science courses to be taken by all undergraduates in science and engineering.  

Basic courses in computational and data science are needed for the education of the next 
generation of scientists and engineers. Computational and data science is increasingly 
integrated into science and engineering research and development. All scientists and engineers, 
not just those in computational and data science, need to understand the fundamental principles 
of computational and data science. This aspect of the education of a young scientist or engineer 
is largely neglected in the current undergraduate curricula and even in some graduate science 
curricula. At present, education in computational and data science is primarily left to initiatives 
of individual research groups and/or specialized summer schools and workshops. This 
approach does not provide students with adequate preparation for thriving in the next century. 

 
 



 

Appendix A. 

Below is a list of all of the institutions that responded to the Dear Colleague Letter. The institutions 
are grouped by organization type. 

Cyberinfrastructure Resources 
National Center for Supercomputing Applications, University of Illinois at Urbana-Champaign 
Pittsburgh Supercomputing Center, Carnegie-Mellon University, University of Pittsburgh 
San Diego Supercomputer Center, University of California, San Diego 
Texas Advanced Computing Center, University of Texas at Austin 
ESNet, Lawrence Berkeley National Laboratory 
Internet2 
NYSERNet 
Great Plains Network 
Academic Computing at Cornell University, University of Iowa, University of Michigan, 
University at Buffalo, and University of Tennessee 

NSF Facilities (None-computing Facilities) 
University-National Oceanographic Laboratory System 
Gemini Observatory 
Large Hadron Collider 
Laser Interferometer Gravitational Observatory 
Large Synoptic Survey Telescope 
National Center for Atmospheric Research 
Natural Hazards Engineering Research Infrastructure 
National High Magnetic Field Laboratory 
National Optical Astronomy Observatory 
National Radio Astronomy Observatory 
National Solar Observatory 
Regional Class Research Vessel 
(also mentioned were the Daniel K. Inouye Solar Telescope, Ice Cube, International Ocean 
Discovery Program, National Ecological Observatory Network, and Ocean Observatories 
Initiative) 

Universities 
Georgia Institute of Technology 
Indiana University 
Northwestern University 
Pennsylvania State University 
University of California, Santa Barbara 
University of Illinois at Chicago 
University of Wisconsin, Madison 
Yale University 
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Scientific Community Organizations and Societies 
Coalition for Academic Scientific Computation 
Earth Science Information Partners 
Illinois Natural History Survey 
International Educational Data Mining Society 
Midwest Big Data Hub 
National Association of Marine Laboratories 
National Data Service 
NC Museum of Natural Sciences 
NumFocus 
UNOLS 
EPSCOR/IDeA 
Consortium for Ocean Leadership 
Plant Science Research Network 
The Quilt 
University Consortium for Geographical Information systems 

Research Institutes 
Bigelow Laboratories for Ocean science 
Manylabs 
Research Triangle Institute 
Ronin Institute 
Scripps Institute 
Smithsonian 

Other Agencies/Other Agency Laboratories 
Argonne National Laboratory (U. S. Department of Energy) 
Lawrence Berkeley National Laboratory (U. S. Department of Energy) 
Jet Propulsion Laboratory (National Aeronautics and Space Administration) 
Space Telescope Science Institute (National Aeronautics and Space Administration) 
Naval Postgraduate School (U.S. Department of Defense) 
National Institute of Standards and Technology 
Integrated Ocean Observing System, National Oceanic and Atmospheric Administration 
Agricultural Research Service, U. S. Department of Agriculture 
U.S. Fish and Wildlife Service 
U.S. Geological Survey 

Companies 
ESRI 
Rangle.io 
SRI 
Storm Center Communication 
 



 

Appendix B. 

Below is a summary of the Findings from an analysis of the Responses to the CI2030 Dear 
Colleague Letter (NSF 17-031). The Findings within each section are approximately ordered 
according to the number of responses that contributed to the Finding or to the importance that the 
Cyberinfrastructure Ecosystem Working Group attributed to the Finding. 
 
Findings: General 

Modern research is inescapably digital, with data from experiments, calculations and simulations 
created, analyzed and stored electronically; cyberinfrastructure supports all of these research 
activities. 

• With the addition of cloud computing, the Branscomb pyramid is still a valid categorization of 
the types of computational resources needed by the broad research community and should 
continue to play a major part in shaping the computing ecosystem. 

• Consumption of computational, data and networking resources by researchers will expand 
significantly over the next five years. Growth is expected across all resource tiers and usage 
modalities. 

• Although cyberinfrastructure is most effective when it is developed to address specific research 
activities, communication and collaboration across research silos offers the possibility of 
building and deploying an integrated cyberinfrastructure that effectively and efficiently 
supports a broad range of scientific and engineering research. 

• Many collaborative projects require computation, storage, networking, and advanced services 
that span shared resources at institutional, regional, national and international levels, requiring 
tools and mechanisms for sharing and combining data and resources at these scales. 

• Cyberinfrastructure that will be available to support research in 2030 will be vastly different 
from what exists today and will have capabilities that we don’t envision today. To address this 
challenge, collaborative and intellectual partnerships between science and engineering 
researchers and cyberinfrastructure teams must be supported from the outset to ensure that 
effective and efficient use of cyberinfrastructure is embedded into specific science challenges. 

 
Findings: Personnel 

The skill and knowledge needed to utilize cyberinfrastructure to solve research problems is 
becoming higher and higher. From programming heterogeneous systems based on multi-core and 
many-core processors with multiple levels of memory to developing and using intricate workflows 
in analyzing data from disparate sources. 

• People with cyberinfrastructure expertise are the scarcest resource: there is an increasing need 
for “bridge” people, staff with enough domain expertise to understand research requirements 
and the technical cyberinfrastructure expertise to be able to develop/apply the right 
cyberinfrastructure solutions. Rewarding career paths for such individuals are desperately 
needed. 



Findings from CI2030 Responses 

9 

• Most institutions can’t afford to provide permanent salaries for cyberinfrastructure experts that 
cover all research areas; a more flexible funding model is needed to allow a combination of 
federal agency and university funding to ensure there are no “holes” in the funding of these 
individuals.  

• As computing systems become more complex as well as more powerful, teams of researchers 
are required for progress: staff, students and postdoctoral fellows to explore and develop 
algorithms, and software engineers to help develop and/or migrate the codes to emerging 
computer architectures. 

• To make effective use of advancing computing technologies significant, long-term investments 
are needed to enable computer scientists, software engineers, applied mathematicians and 
statisticians to partner with science and engineering researchers to solve the most pressing 
science and engineering challenges. 

• The development of inter-institutional or regional communities of cyberinfrastructure expertise 
as well as enhanced cloud-like methodologies would help address the shortage of 
cyberinfrastructure expertise and facilitate the broader development, deployment and adoption 
of cyberinfrastructure. 

 
Findings: Cyberinfrastructure Resources 

An integrated cyberinfrastructure that reaches from university and college campuses to the national 
centers is needed; this will require coordinated investments by all of the stakeholders. 

• The national centers need to have more stability. Greater stability would increase the Centers’ 
impact by enabling the accumulation of critical staff expertise as well as more timely technical 
cyberinfrastructure upgrades and better-planned system replacements. 

• The circle of institutions that can develop and/or use cyberinfrastructure must be enlarged. In 
particular, cyberinfrastructure activities need to be extended to more under-served institutions 
and EPSCoR states. Regional consortia could help bridge the gap for many and provide 
regional support and education network for researchers as well as cyberinfrastructure staff. 

• Five-year roadmaps, to be revisited and updated each year, for compute, data and networking 
resources; this would enable the research community to better plan their research projects. 

• Gateways extend the reach of cyberinfrastructure, providing access to top-tier resources and 
contributing to scientific discovery regardless of geographic location or institutional status; 
facilitate the use of the national research cyberinfrastructure—computational resources, data 
collections, instruments, and, most importantly, people; and contribute to the education of the 
next generation of scientists and engineers. 

• Accelerating scientific discovery requires the development of computational abstractions for 
research domains, coupled with methods and tools for their analysis, synthesis, simulation, 
visualization, sharing, and integration. Also of interest are: cognitive tools that leverage and 
extend the reach of human intellect, and partner with humans on all aspects of science and, 
because science is increasingly a collaborative endeavor, support for team science that 
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transcends disciplinary boundaries. 

• Mid-level cyberinfrastructure with ten to twenty modest-size centers ($5-10 million/year) 
distributed across the nation and jointly funded by the federal government and local institutions 
would help address the growing need for access to such resources, freeing up cycles on the 
large national computing systems for grand challenge problems; enhancing the ability of the 
campuses to address computational and data problems that, although advancing scientific 
discovery, do not require the resources available at the national centers; enabling the training 
of a new generation of computational and data scientists who will be the ones that create new 
tools and methodologies. 

 
Findings: Computational Resources 

A broad range of computational facilities is needed, from local mid-scale developmental systems 
at universities and research institutes, to reliable and substantive resources at national facilities to 
access to the largest multi-petaflop (and, eventually, exaflops) systems. Integration of these systems 
would maximize research productivity. 

• The research community strongly supports the existing NSF-supported resources, XSEDE and 
Blue Waters, and expressed a strong need for additional resources at all levels, including a 
successor to Blue Waters. The focus of any new resources should be on increasing the 
performance of real applications, not on maximizing peak flops. 

• Interactive small-scale prototypes of future computing systems should be made available with 
access guaranteed at the time proposal is funded. One or more centers should be established 
that have the latest in quantum hardware capabilities along with staff to aid researchers in 
developing the algorithms/code for quantum computing systems; partnerships with companies 
should be pursued. 

• The current trends in processor and system design may not be well suited for many types of 
scientific computing (for both simulation and data science). 

 
Findings: Data Resources 

Today’s cutting-edge research in data science is tackling critical and complex problems facing our 
society, utilizing highly interdisciplinary data- and computation-intensive approaches.  

• Cyberinfrastructure needs for data science include: standard tools, approaches, and frameworks 
for handling big data across different disciplines; new tools that incorporate insights from 
emerging statistical analysis and machine learning approaches, among others; Solutions for 
end-to-end management of big data, from ingesting massive amounts of it to archiving the 
products of data analyses; improved cybersecurity that supports controlled data access is 
essential to collaborative research. 

• A national data infrastructure that has regional data storage nodes connected by a state-of-the 
art high-speed communications network that can take data coming in real-time and map it 
across the country to locations where the data will be analyzed is needed, e.g. real-time data 
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transfer from the laboratory to electronic laboratory notebooks or online repositories; 
enabling telepresence, real-time modeling, visualization and collaboration with peers. 

• The research community needs a coherent policy regarding long-term storage of data. 
 
Findings: Networking Resources 

National networks should be upgraded to rapidly and securely move massive amounts of data 
across the nation and, eventually, the world; data security is an absolute priority. 

• Major research institutions must have affordable access to networks that will enable them to 
participate fully in the national and international research community. Every research 
institution should have a plan for a 100 gigabit connection if it does not currently have one. 

 
Findings: Software 

Software is a vital part of cyberinfrastructure and development, sustainability and maintenance of 
software is key to future advances in science and engineering. 

• The practices, procedures and training for individuals who are developing, distributing, and 
maintaining scientific software need to be significantly elevated to ensure the development of 
usable, scalable, and sustainable algorithms and applications that are critical to the research 
community. 

• The development of software is not considered on the same intellectual plane as research or the 
development of new instrumentation; a paradigm shift in the academic reward system will be 
required before the development of high quality software is accorded its due. 

• Access to professional software engineers would transform the software packages developed 
by individual research groups into production-quality software that can efficiently take 
advantage of modern hardware architectures and be used by the larger research community. 

• New computing technologies that are compute and power efficient are difficult to program. In 
order to reap the benefits of new computing architectures, new layers of software must be 
created in order to automatically optimize algorithm implementations for a given hardware 
platform. 

• There are a large number of legacy codes that are valuable to the research community but will 
need a substantial rewrite to work on future machines. How will the most valuable codes be 
selected and who will fund the rewrite? 

• A new paradigm of “consistent operations” is needed for large-scale science—workflow 
management systems that are deeply network aware, reactive and proactive, responding to 
moment-to-moment feedback on actual versus estimated task progress, state changes of the 
networks and end systems, and a holistic view of workflows with diverse characteristics and 
requirements. 
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Findings: Cybersecurity 

Cybersecurity is critical to the integrity of the worldwide computing system. Efforts to simplify 
identity management must continue, especially considering the cumbersome authentication with 
personal certificates. New infrastructure elements are needed to support persistent data collections 
and researcher identity across multiple collaborations. 

• A framework and infrastructure for real-time analysis of multimedia data (voice and gesture 
recognition, biometrics, sentiment analysis, and social relation graph analytics) is needed to 
better detect security threats. 

 
Findings: Proposal Process 

• The funding process should only require one proposal that addresses all of the resources 
required to carry out the proposed research, including access to federally-support 
computational resources. 

 
Findings: Simulation Science 

Computer simulation of biological, chemical and physical phenomena has become indispensable 
in many research areas and can provide fundamental insights into the phenomena of interest that 
are difficult, and in many cases impossible, to obtain otherwise. 

• New numerical algorithms are needed to make computation more efficient and domain-specific 
libraries are needed to enable these advances to be shared. 

• New tools are needed for visualization, analysis, and propagation of uncertainty to facilitate 
the development of accurate techniques that lead to more robust conclusions. 

 
Findings: Data Science 

As noted earlier, cutting-edge research in data science is tackling critical and complex problems 
facing our society, utilizing highly interdisciplinary data- and computation-intensive approaches.  

• Scientific insights often arise from the ability to synthesize information from many different 
types of (highly heterogeneous) data sets; the substantial barriers to effective integration and 
mining of this data must be reduced or, even, eliminated. 

• A large-scale effort is needed to develop nationally accepted, open-source data standards for 
the broad range scientific domains. 

• Well curated, well validated, open access data repositories are required for different scientific 
disciplines. These repositories should allow access to data, code and workflows that would 
allow researchers to place data into the repository for open access by other researchers. 

• Incentives are needed to ensure that data are uploaded to the appropriate data collections, 
ensuring the sustainability of critical online databases, and maximizing the utility of the data.  

• Mechanisms for review and oversight of these repositories are required as well as a way to 
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sustain them. 

• Training in data management is required starting at the undergraduate level. In addition, it is 
necessary to build a workforce of trained computer professionals who are able to work with 
complex and large data sets and are able to build the necessary tools for managing and 
analyzing these data. 

•  Efficient pipelines are needed to allow for the processing, analysis, visualization, and sharing 
of large datasets generated among highly interdisciplinary groups. 

• A framework and a fast, scalable fault-tolerant infrastructure for real-time analyses of 
streaming data. (e.g., voice and gesture recognition, biometrics, sentiment analysis, and social 
relation graph analytics to better detect security threats; machine learning algorithms, 
computation of visualizations, in near real-time for interventions in a classroom and at the 
individual student level). 

 
Findings: Education 

A major barrier to the development and implementation of new computational methodologies is 
the lack of staff, students and postdoctoral fellows trained at the intersection of a 
science/engineering disciple and computer science. 

• Educational programs are needed to address the education of the next generation of scientists 
and engineers, especially simulation and data scientists, as this aspect is largely neglected in 
the current undergraduate and graduate science curricula, and is primarily left to initiatives of 
individual research groups and/or specialized summer schools and workshops. 

• Programs are also needed to continue the training of existing cyberinfrastructure experts to 
ensure that they are up-to-date on the latest developments in rapidly advancing 
computing/data/networking technologies. A pipeline of these individuals is needed since many 
are attracted away from academia to industry. 

• Upskilling of the user community is an often-neglected part of technology innovation 
programs. It may be possible to develop an “educational cyberinfrastructure” to upskill the 
workforce needed to fully leverage the national cyberinfrastructure initiatives. 

 
 



 

Appendix C. 
Summaries of Responses to NSF CI 2030 RFI 

 
Below are summaries of the Main Points made in each of the Responses to the CI2030 Dear 
Colleague Letter.  
 

Reference Number 

171 

NSF Directorate(s)/Division(s) 

BIO    

Author(s)/Affiliation(s) 

H. Garner, Edward Via College of Osteopathic Medicine, Gibbs Cancer Center, Virginia Tech, 
Orbit Genomics, Heliotext, Comparity, Quanta Lingua, BioAutomation  

Title 

One Stop Shop for Qualified Next Gen “-omics” Analysis  

Main Points 

 T. Agerwala 

 Need dedicated supercomputer center for "-omics" analysis. 

 Need qualified software packages and preconfigured pipelines; memory and storage rich 
hardware. 

 Need new modern reference genome to capture population diversity. 

 D. Bader 
 Size and complexity of genomic data leads to false discoveries and irreproducible results. 

High-quality software pipelines provided as a service and for use by non-experts are needed. 
 Cloud is almost useless and out of control.  Unifying the computation is needed. 

 Build a new reference genome with robust markers. 
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Reference Number 

172 

NSF Directorate(s)/Division(s) 

BIO    

Author(s)/Affiliation(s) 

B. Huberty, U.S. Fish & Wildlife Service 

Title 

Global Geospatial Habitat Assessment over Time 

Main Points 

 T. Agerwala 

 Need to establish an Institute of Global Geospatial Habitat. Universities in partnership with 
federal, state, tribal and local programs to address our Habitat building on the work of the 
NSF funded UMN Polar Geospatial Center (PGC). 

 Need to create open source, image object software tools to both collect multi-resolution 
satellite imagery from global sources and extract habitat features in an automated process. 

 Need petascale computing on existing infrastructure. 

 T. Dunning 

 Mapping the changing terrain for the Arctic Region made possible by combining 
commercial satellite imagery and computational capabilities of Blue Waters. 

 Need to expand the scope of this approach to answer fundamental questions about habitats 
for particular species—now feasible and attainable. 

 Need to merge different NSF program silos to implement this approach on a global scale. 
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Reference Number 

173 

NSF Directorate(s)/Division(s) 

MPS/PHYS    

Author(s)/Affiliation(s) 

E. Gull, University of Michigan, Ann Arbor 

Title 

Need for New Algorithms 

Main Points 

 M. Hildreth 

 Progress in the theoretical understanding and design of materials can be accelerated by 
advances in algorithms implementing theoretical methods to describe material systems. 

 Modest size, high-availability test beds carved out of large scale enterprise resources would 
make a huge difference in the rate of prototyping that is possible, enabling rapid 
development cycles. 

 Investment and development of common domain libraries should be continued, since they 
are also critical for rapid advancement. Support for the careers of scientists involved in this 
work should be built in. 

 T. Agerwala 

 Need to accelerate the path of discovery from theoretical physics equations to a working 
and useful prototype implementation by changing XSEDE resources and resource allocation 
methodology. 

 Need to make interactive small-scale prototypes available in XSEDE with access 
guaranteed at the time proposal is funded. Need to make supercomputing time available 
based on science outcomes not optimal usage. 

 Need continued NSF support of reusable software components. 
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Reference Number 

174 

NSF Directorate(s)/Division(s) 

BIO    

Author(s)/Affiliation(s) 

F. Guerrero Jr. 

Title 

Computational Resource Needs for Agricultural Research on Non-Model Pests 

Main Points 

 T. Agerwala 

 Agriculture long read sequencing of non-model pests is computationally intensive. 

 Need access to advanced computing systems. 

 TACC has been very helpful. 

 T. Dunning 

 Focused on the de novo assembly of genomes of livestock pests using long read sequences. 

 Local computing resources were inadequate; TACC provided the needed resources. Could 
not have been done with access to TACC and its staff. 

 Need continuing access to high end computing resources to continue this work, which has 
high economic impact on livestock production. 
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Reference Number 

175 

NSF Directorate(s)/Division(s) 

GEO    

Author(s)/Affiliation(s) 

L. Orf, University of Wisconsin 

Title 

Big Data, Efficient Computing, and Fault Tolerance 

Main Points 

 T. Agerwala 

 Need dedicated, asynchronous I/O for post-processing ensemble forecasts. 

 Weather research needs: (a) Fat nodes containing thousands of cores, specialized hardware 
(e.g., GPUs) all running out of shared memory. (b) Shift to new programming models like 
OpenMP to leverage hardware. 

 Need (a) “Data-warehouse” with access and visualization tools to harvest past simulation 
data and reproduce results, and (b) fault tolerant systems. 

 R. Loft 

 Research focused on meteorological modeling and forecasting using WRF, etc. 

 Comments on HPC Systems: 
– Notes need for asynchronous I/O; recommends placing such functionality in hardware. 
– Recommends all solid-state drives for scratch/project space. 
– Recommends that future systems have enhanced fault tolerance at the system level. 

 Recommends a funding paradigm wherein one proposal is written (perhaps longer than the 
standard 15 pages for the project description) that addresses everything, including access to 
the supercomputing hardware 

 Recommends creation of a “curated data warehouse” with a front-end that allows 
access/visualization of data from machines like Blue Waters would ensure that good data 
isn’t discarded. Serious consideration should be given for what happens to data after an 
allocation ends. 

 “[Valuable] legacy codes will need a substantial rewrite to work on future machines. Who 
will do this, and who will pay for it?” Recommends NSF programs to address code 
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refactoring. 
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Reference Number 

178 

NSF Directorate(s)/Division(s) 

BIO    

Author(s)/Affiliation(s) 

D. Dunigan, University of Nebraska–Lincoln 

Title 

Bioinformatics Support 

Major Comments 

 H. Berman 

 There is a lack of trained people with the computational skills required to work with virus 
data. 

 There is a lack of useable tools to analyze the growing number of virus data sets. 

 There is a need to develop a workforce so biologists have more computational skills and 
computational scientists have more biological knowledge. 

 T. Agerwala 

 Evaluation of DNA sequencing data for “virosphere.” 

 Usable tools needed. 

 Need training programs and research support for bioinformatics specialists. 
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Reference Number 

180 

NSF Directorate(s)/Division(s) 

MPS/Math    

Author(s)/Affiliation(s) 

T. Cusick, University at Buffalo 

Title 

New Software and Hardware for Cybersecurity 

Main Points 

 M. Hildreth 

 More stringent controls on user actions and downloads are needed on government 
computers. 

 Proposes the development of “permission software” built into the operating system that only 
allows certain actions and the access of certain web sites/addresses. 

 Proposes a GSB, a new kind of USB port hardware that can both be used to block the USB 
port from generic use but would also control any data passing through the port such that it 
would only allow transfers to secure and sanctioned storage devices. 

 T. Agerwala 

 Cybersecurity in a government environment, focus on malicious downloads. 

 Need automated “permissions.” 

 Need specialized GSB (“Government Serial Bus”) hardware. 
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Reference Number 

181 

NSF Directorate(s)/Division(s) 

MPS/Chem    

Author(s)/Affiliation(s) 

R. Hamers, University of Wisconsin–Madison 

Title 

Infrastructure for Integration of Heterogeneous Data Sets 

Main Points 

 T. Dunning 

 Chemistry has an inherent complexity in which scientific insights often arise from the ability 
to synthesize information from many different types of (highly heterogeneous) data sets, 
e.g., NMR, optical, chemical imaging, x-ray and electron spectroscopies. 

 Substantial barriers to effective integration and mining of this data exist. In most cases, 
instrument manufacturers have developed proprietary file formats that limit the ability to 
glean new insights by establishing correlations between distinct data sets. 

 Chemistry community would benefit tremendously from a large-scale effort to develop 
nationally accepted, open-source data standards and establish a national data repository that 
would allow researchers to place data into the repository for open access by other 
researchers. 

 M. Hildreth 

 Advocates the development of open-source data format standards and metadata for chemical 
instruments and a national data repository of chemical data implemented with these 
standards in order to accelerate discovery. 

 Advocates mandating that instruments purchased with federal funds have open-source data 
descriptions would provide incentives for manufacturer. 

 T. Agerwala 

 The chemistry community would benefit tremendously from nationally accepted, open-
source data standards and a national data repository. 

 Need to develop software infrastructure and data standards that are accepted across the 
chemistry community. 
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 Need to require instruments purchased with federal funds to meet open-source standards 
developed by and accepted by the scientific community. 
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Reference Number 

182 

NSF Directorate(s)/Division(s) 

MPS/Chem    

Author(s)/Affiliation(s) 

F. Paesani, University of California, San Diego 

Title 

Enabling Chemical Accuracy in Molecular-Level Computer Simulations 

Main Points 

 T. Dunning 

 Molecular-level computer simulations have become indispensable in many research areas 
and can provide fundamental insights that are difficult to obtain otherwise. 

 Highest barrier to the development and implementation of new molecular dynamics 
methodology is access to students and postdocs trained at the intersection of chemistry, 
physics, and computer science. The last component, in particular, is largely neglected in the 
current undergraduate and graduate science curricula, and is primarily left to initiatives of 
individual research groups and/or specialized summer schools and workshops. 

 Access to professional software engineers would transform software developed by 
individual research groups into production-quality software that can efficiently take 
advantage of modern hardware architectures. 

 G. Jacobs 

 Predictive power of molecular level simulations depends on the accuracy of molecular 
interactions.  New methods can take advantage of newer HPC architectures on CPU and 
GPUs Computational cost of simulations is a challenge and DFT (density functional theory) 
methods still lack accuracy 

 Major barriers: access to students cross trained in chemistry, physics and computer science 
– current curricula do not meet these needs. 

 Access to professional software engineers to convert “research code” to commercial quality 
code – that can take advantage of new computing architectures.  

 
  



Summaries of CI2030 Responses 

25 

 

Reference Number 

183 

NSF Directorate(s)/Division(s) 

MPS/Chem    

Author(s)/Affiliation(s) 

P. Zimmerman, University of Michigan 

Title 

Quantum Chemistry Computation 

Main Points 

 T. Dunning 

 Electronic structure calculations that provide accurate solutions of the Schrödinger equation 
require computational resources that stretch the limits of current computer systems 
(memory size, number of processor cores, long wait times). Queuing systems tend to be 
biased against such calculations. 

 G. Jacobs 

 Existing computational resources are not well suited for computational chemistry 
simulations 

 Despite being highly parallel, single unit of computation requires 100GB memory and 2 
day wall times, which donʻt work well with current cluster management systems. ,. 

 Queuing systems are biased against computational chemistry problems 
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Reference Number 

184 

NSF Directorate(s)/Division(s) 

MPS/Chem    

Author(s)/Affiliation(s) 

X. Li, University of Washington 

Title 

Future Needs for Advanced Cyberinfrastructure to Support Quantum Dynamic Simulations and 
Computational Time-Resolved Spectroscopy 

Main Points 

 T. Dunning 

 Sequential nature of quantum dynamics calls for high-performance computing 
infrastructure with low latency communication. 

 Computing infrastructure needs to have wide-SIMD, low latency communication, and 
extremely large RAM (or even possible RAM/flash drive hybrid storage). 

 T. Agerwala 

 Need to develop a computational platform that can model time-dependent characteristics of 
a quantum system and the interactions with electromagnetic fields. 

 Requires efficient algorithms and computational software packages with high vectorization 
and high concurrency. 

 Requires computer infrastructure with wide-SIMD, low latency communication, and 
extremely large RAM (or even possible RAM/flash-drive hybrid storage). 
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Reference Number 

185 

NSF Directorate(s)/Division(s) 

MPS/Chem    

Author(s)/Affiliation(s) 

C. Welch, Merck & Co., Inc. 

Title 

Emerging Need for Computational Resources for Precompetitive Collaborations on New Enabling 
Technologies for Pharma 

Main Points 

 T. Dunning 

 Data science is a powerful approach in chemistry/biochemistry but most data sets are 
fragmentary and strong biased toward successful results, which is not optimum when one 
is developing models to correlate molecular structure with properties. 

 Data sets are often “siloed” within institutions. 

 Recently created a cross-pharma consortium to amass data sets with sufficient breath and 
scope to enable successful data analysis. The consortium is convinced that, given the 
sparseness and success bias of existing data, additional data, generated through 
collaborative research projects using automation and high throughput experimentation is 
critical to success. 

 Need more big data science experts to participate in this work. 

 G. Jacobs 

 Lack of accessibility to quality data sets is a challenge, many are siloed in companies and 
institutions, with no sharing agreements.  Data sets are biased towards positive results – 
limiting the variety of data sets available.  

 Collaborative industry/academic efforts lack good methods for managing and sharing data, 
obstacles include proprietary private sector data, secure and trustworthy sharing practices 
and a lack of infrastructure to support a community data and computational platform. 

 Suggestion: A NSF funded computational facility and shared data resource that could meet 
the needs of both groups – to foster the use of data mining techniques on these data. 
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Reference Number 

186 

NSF Directorate(s)/Division(s) 

MPS/Chem    

Author(s)/Affiliation(s) 

M. Gordon, Iowa State University 

Title 

Heterogeneous and Photochemical Catalysis 

Main Points 

 T. Dunning 

 To study complex molecular processes, e.g., heterogeneous catalysis, at a reliable level of 
accuracy requires major breakthroughs in methodology and high performance computing 
strategies. 

 New computing technologies that are both compute and power efficient are difficult to 
program. 

 Electronic structure codes are varied and complex, so a large investment of people time is 
required to take advantage of these new technologies. Few academic research groups have 
the required capability or interest. 

 The situation is complicated by the fact that the development of software is not considered 
on the same intellectual plane as research; a paradigm shift in academic rewards will 
required before the development of new high quality software is accorded its due. 

 T. Agerwala 

 Heterogenous Catalysis, 100s to 1000s of atoms, O(1030) operations. 

 Need peta- to exascale special low power hardware, new computational methods. 

 Rethink what success means at a university, need workforce development. 
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Reference Number 

187 

NSF Directorate(s)/Division(s) 

MPS/Chem BIO   

Author(s)/Affiliation(s) 

R. Levy, Temple University 

Title 

Molecular Simulations for the Study of Protein Fitness and Free Energy Landscapes, and their 
Applications in Pharmaceutical Design 

Main Points 

 H. Berman 

 In order to understand molecular recognition, there is a need to understand protein fitness 
landscapes in structure space and in sequence space. This requires algorithm development 
and computational power. 

 Instrumentation for grid computing applications is required. Specifically, there is a need for 
instrumentation that supports GPU intensive computing. 

 It is challenging o work across several HPC systems. A more unified building, storage, and 
submission interface is required. 

 T. Agerwala 

 For computational approaches to map the free energy and fitness landscapes of proteins, 
XSEDE should provide (1) Loosely coupled computational grids that support 
multithreading with 100’s of thousands of cores available at one time to a single user and 
(2) hardware that supports multiple modern GPUs, with a CPU/GPU ratio of close to 1. 

 Across XSEDE infrastructure, need to provide a more unified job building, storage, and 
submission interface and provide more detailed information regarding each clusters’ 
infrastructure to allow for code optimization. 

 XSEDE resource reviews support multiyear research grants and should be less frequent but 
more thorough. 
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Reference Number 

188 

NSF Directorate(s)/Division(s) 

MPS/Chem ENG   

Author(s)/Affiliation(s) 

A. Medford, Georgia Institute of Technology 

Title 

Uncertainty Quantification, Analysis, and Propagation in Computational Chemistry 

Main Points 

 T. Dunning 

 The largest gap in cyberinfrastructure for dealing with uncertainty in the chemical sciences 
is the lack of openly available and user-friendly software packages. 

 T. Agerwala 

 Need novel tools for visualization, analysis, and propagation of uncertainty in 
computational chemistry to facilitate the development of accurate techniques that lead to 
more robust conclusions. 

 Need advanced visualization techniques and interactive tutorials to lower the adoption 
barrier for researchers in the field with less statistical knowledge. 

 Need open-source tools with involvement of the chemical industry to ensure widespread 
adoption. 
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Reference Number 

189 

NSF Directorate(s)/Division(s) 

BIO GEO   

Author(s)/Affiliation(s) 

C. Still, Oregon State University 
D. Griffith, Oregon State University 

Title 

Cyberinfrastructure Challenges at the Crossroads of Evolution and Ecosystem Sciences 

Main Points 

 G. Jacobs 

 Major need for cyberinfrastructure to integrate earth and ecosystem data across scales: 
phylogeny, species traits, distributions, and community dynamics. 

 Need for a collection of backbone data to link multiple disciplines in a global network.  
Focus on ecosystem research and high quality data – such as plant traits linked to plant 
abundance and remote sensing. 

 Funding data assimilation efforts that link multiple disciplines should be a high priority. 

 T. Dunning 

 Cyberinfrastructure is needed to help forge the connections between disciplines, especially 
ecology and evolution, needed to predict the impact of climate change on global carbon, 
water and nutrients for biomes, ecosystems, communities and species across spatial scales. 

 Making such predictions is limited due to challenges including, how to best represent the 
functional diversity of life, how to link disparate data sources, and how to incorporate 
community level processes. 

 Need cyberinfrastructure that: 
– Enables the integration of data within and across disciplines. 
– Leverages expertise of original scientists who collected the data. 
– Encourages the development of common metadata formats. 
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Reference Number 

190 

NSF Directorate(s)/Division(s) 

GEO    

Author(s)/Affiliation(s) 

J. Widder, National Association of Marine Laboratories 

Title 

Cyberinfrastructure Needs of Marine Laboratories 

Main Points 

 R. Loft 

 “Field stations, either inadvertently or by design, are repositories of long-term observations 
and datasets of natural history necessary for documenting global changes. As a result, a 
greater emphasis on integrated, multidisciplinary research is a focus of many field stations.” 

 Input provided focused to 2030 on a recent survey by the National Association of Marine 
Laboratories (NAML) and the Organization of Biological Field Stations (OBFS). 

 “Field stations with increasingly sophisticated scientific equipment and automated sensors 
will also have to make investments in the capacity to capture, process, store, and share 
increasingly large datasets. Consideration must also be given to data that do not typically 
lend themselves to classic deposition in accessible databases, such as video recordings of 
animal behavior or deep-sea observations.” 

 Recommendations: 
– “Upgrading data- management systems [at field stations] … adequate Internet 

connectivity to facilitate user access and collaboration.” 
– “Without centralized repositories, data developed at field stations are easily lost.” 
– The Berkeley Economics Engine was offered up as a role model for dealing with the 

labor-intensive task of retrieving, in sharable format, the “dark data” residing in lab 
notebooks, logs, etc. 

 G. Jacobs 

 Field Stations are national assets but maintaining physical infrastructure is a funding 
challenge.  Most field stations do not have an infrastructure sustainability plan. 

 Data management is a challenge and not well done by most field stations which lack a basic 
catalog of available data. Issues of dark data (field notebooks) make much of the data 
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inaccessible; archiving and sharing field station data is critical. 

 Uniform data collection and annotation is needed to promote extensive sharing of data. 
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Reference Number 

191 

NSF Directorate(s)/Division(s) 

CISE    

Author(s)/Affiliation(s) 

A. Blatecky, RTI International 

Title 

Three Components Required to Develop Advanced Cyberinfrastructure to Support Science and 
Engineering Research 

Main Points 

 T. Dunning 

 Cyberinfrastructure that will be available to support research in 2030 will be vastly different 
from what exists today and will have capabilities that we don’t envision today. To address 
this challenge, it is essential that NSF supports collaborative and intellectual partnerships 
among scientific domain teams and cyberinfrastructure teams to embed cyberinfrastructure 
into specific science challenges from the outset. 

 Cyberinfrastructure can only be effectively deployed when it is developed to address 
specific implementations and applications. As a result one of the biggest challenges in the 
development and support of cyberinfrastructure over the next two decades will be to find 
ways to effectively build and deploy an integrated cyberinfrastructure that supports sharing 
and interoperability. 

 Cyberinfrastructure is being driven by a confluence of technologies, research challenges, 
and other factors that will significantly transform what we do and how we do it. It is essential 
that NSF plays a central role in adapting these emerging technologies and capabilities in 
service to science, and help to push and fund cyberinfrastructure research boundaries to do 
enable new science. 

 D. Bader 

 Embed cyberinfrastructure into specific science challenges. Develop domain-specific tools, 
approaches, and capabilities. 

 Address fundamental issues in integration with cyberinfrastructure and inter-operability of 
cyber-security, tools, code-re-use, networking, generation and re-use of data. 

 Understand the technology roadmap (e.g. Internet of Things, 5G network) and how these 
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will drive the challenges of cyberinfrastructure. Understand better how humans will be “in-
the-loop”. 

 T. Agerwala 

 CI must be domain driven, interoperable across domains, and have open APIs. 

 CI will evolve rapidly, AI, IoT, and HPC. AI will drive new ways of doing science. 

 Need cross-domain science and CI collaborations early in proposal stage. 
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Reference Number 

192 

NSF Directorate(s)/Division(s) 

CISE    

Author(s)/Affiliation(s) 

R. Hutchins, University of Virginia, CASC, Quilt 

Title 

Response to RFI 

Main Points 

 G. Jacobs 

 Largest challenge is lack of communication across silos that have developed; need to 
exchange best practices, sharing of solutions or sharing of infrastructure. Campuses see 
these technologies in isolation. 

 How can NSF focus the academic community to bring together the silos? 

 People with CI skill sets are the most scarce resource. Educational changes at the K-12 level 
are needed. 

 T. Agerwala 

 University campuses work in silos and see cyberinfrastructure technologies in isolation. 

 “I have few solutions, but I have questions. How can NSF help to focus our community 
(broadly) on bringing together the silos?” 

 Need to develop people to support complex cyberinfrastructure by changing the education 
system, starting in K-12. 
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Reference Number 

193 

NSF Directorate(s)/Division(s) 

GEO    

Author(s)/Affiliation(s) 

S. Sritharan, Central State University 

Title 

Integrating Sensors for Improving Predictive Capability of Computational Models 

Main Points 

 T. Dunning 

 Significant advances have been made in modeling geophysical and geochemical processes 
on the one hand and the development of sensors on the other. 

 Need predictive tools to forecast weather parameters (e.g., temperature, rain/snow fall) for 
longer time horizons at regional, continental and global scale). 

 Need a robust, scalable, and secure cyberinfrastructure that can ingest data from air- and 
ground-based sensors and provide updated forecasts. 

 Development of such a well integrated system will require a number of different scientists 
working together to develop an integrated model, secure flow of data, algorithms all with 
assured levels of security. 

 G. Jacobs 

 Scientific challenge: Weather forecasting and accurate predictions for longer time horizons 
in regional, continental and global scales.  A fully integrated cyberinfrastructure platform 
spanning sensors, HPC, high speed networking and cybersecurity is needed to support this 
research area 

 Need for an integrated scientific team with expertise in all areas to develop and use the 
platform. 

 Comment: This contributor is unaware of NSFʻs NEON program, which is focused on many 
of these points 
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Reference Number 

194 

NSF Directorate(s)/Division(s) 

ENG EHR   

Author(s)/Affiliation(s) 

J. Camacho, San Diego State University 

Title 

Industry Suggests That All San Diego Universities Should Produce More Big Data and 
Cybersecurity Trained Engineers 

Main Points 

 D. Bader 

 San Diego industry suggests increased need for cybersecurity and data science workforce. 

 NSF should support curriculum and course development for cybersecurity and data science. 

 T. Agerwala 

 Industry suggests that all San Diego Universities should produce more Big Data and 
Cybersecurity trained engineers. 

 NSF should support curriculum and course development for cybersecurity and data science. 
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Reference Number 

195 

NSF Directorate(s)/Division(s) 

CISE BIO MPS  

Author(s)/Affiliation(s) 

T. Furlani, University at Buffalo, SUNY 
V. Govindaraju, University at Buffalo, SUNY 
L. Folks, University at Buffalo, SUNY 

Title 

Improving National CI Capacity Through Moderate Sized Campus Systems 

Main Points 

 T. Dunning 

 Many of today’s scientific application codes do not scale beyond a few hundred cores or 
the problems being addressed are not large enough for the application to run at large node 
counts. 

 Many of the large national facilities are designed/optimized for the most demanding 
computational problems with expensive internode networks and high performance file 
systems. Running poor scaling applications or small science or engineering problems on 
these systems is not a cost effective use of these resources. 

 Increasing the funding available for campus-based systems (either through MRI’s or 
another program) could solve the above two problems simultaneously—freeing up cycles 
on the large national research for grand challenge problems and enhancing the ability of the 
campuses to address computational and data problems that, although important to advancing 
science, does not require the resources available at the national centers. 

 An additional advantage of improved campus CI is that it would enable training a new 
generation of computational and data scientists who will be the ones who create new tools 
and methodologies. 

 T. Agerwala 

 NSF should increase the funding available for campus based systems (either through MRI’s 
or another program) to: free up cycles on the large national research for grand challenge 
class problems; get more compute power per $ spent ( personnel or operational support costs 
comes from non-NSF sources); and greatly improve the campus based CI capacity.  
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 Continued investment in campus CI (coupled to local campus support, both financial and 
through multidisciplinary training efforts such as UB’s CDSE program) to maintain this 
pipeline of next generation computational and data scientists.  

 Increase local CI capacity, with the support personnel necessary to fully leverage the 
infrastructure at the campus level, to create a local resource for researchers who to date have 
been “left behind” in the adoption of cyberinfrastructure to advance their research (e.g. 
humanities/arts). 
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Reference Number 

196 

NSF Directorate(s)/Division(s) 

GEO    

Author(s)/Affiliation(s) 

J. Ayers, Vanderbilt University 

Title 

Expanded Use of Online Geoscience Databases to Improve Data Accessibility and Scientific 
Reproducibility 

Main Points 

 R. Loft 

 “The geosciences are lagging behind in making data accessible online. NSF must institute 
incentives for uploading results from NSF-funded data collection to databases, and ensure 
the sustainability of online databases, to maximize the utility of the data.” 

 “Currently there is a patchwork of geoscience databases that are sometimes hard to hunt 
down; many Geoscience subdisciplines lack any database resources. Others are woefully 
incomplete and becoming obsolete.” 

 Recommendations: 
– “To ensure the sustainability of such online resources, organizations rather than 

individuals or research groups should be chosen as database hosts.” 
– “Each database should include citation information in response to queries; derived 

papers should cite the original data source, giving researchers another incentive to make 
their data available online. Each query could be embedded in a permalink that would 
allow journal article readers to easily download the dataset from the database … thereby 
enhancing scientific reproducibility.” 

 M. Hildreth 

 Advocates the creation of a central network of Geosciences databases to store all 
geosciences data; upload would be mandatory. 

 Large organizations (AGU, Scripps, WHOI) should be chosen as hosts; NSF would have to 
guarantee sustained funding. 

 Recommends that NSF fund workshops to reach agreement on formats and strategy. 



Summaries of CI2030 Responses 

42 

 S. Ruggles 

 The lack of centralized repositories that make it easy for geoscientists to contribute data and 
metadata has become a major bottleneck 

 Standards for metadata, especially spatial data, and incentives for researchers to contribute 
data, are needed 

 NSF should support repositories hosted by institutions. 
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Reference Number 

197 

NSF Directorate(s)/Division(s) 

SBE    

Author(s)/Affiliation(s) 

S. Brown-Schmidt, Vanderbilt University 

Title 

Raw Data Storage 

Main Points 

 G. Jacobs 

 Reproducibility of experimental findings and public dissemination of experimental 
findings, are key challenges. Institutional support and pressure to publicly share data would 
help resolve some of these issues. 

 There is no field standard for which public domain data-sharing repository to use. 

 Public support for the use of and maintenance of these repositories would be useful. 

 T. Dunning 

 Cognitive science, including psycholinguistics, needs to develop field-wide standards for 
free and public data sharing as well as establish a public data respository. 

 Replicability of experimental findings and public dissemination of experimental findings, 
are key challenges. Institutional support and pressure to publicly share data would help 
resolve some of these issues. 
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Reference Number 

198 

NSF Directorate(s)/Division(s) 

MPS/AST    

Author(s)/Affiliation(s) 

J. Stone, Princeton University 
A. Spitkovsky, Princeton University 
A. Burrows, Princeton University 
M. Kunz, Princeton University 
E. Ostriker, Princeton University 

Title 

Cyberinfrastructure Needs for Plasma Astrophysics in the Coming Decade 

Main Points 

 R. Loft 

 Support for a broad range of computational facilities is needed, from local mid-scale 
developmental systems at universities and research institutes, to reliable and substantive 
resources at national facilities such as TACC, to access to the largest multi-petaflop (and 
indeed exaflops) systems.” 

 Significant support for people is also required, including students and postdocs to develop 
algorithms, and software engineers to help implement and migrate codes to emerging 
architectures. 

 “An emerging and promising area for the future are multiscale methods, where the dynamics 
is modeled using MHD on large scales, and PIC or hybrid PIC on small scales to capture 
kinetic effects properly. Such approaches need adaptive meshes with very high dynamic 
range, and special methods to smoothly transition between regimes (Editor italics) … 
Development and deployment of these methods will be very labor intensive.” 

 Recommendations: 
– “Fellowships for students and postdocs for algorithm development, and for software 

engineers who can help profile, tune, and enhance performance codes on modern 
architectures is needed.” 

– “NSF should be partnering with the DOE to support computational science [more 
effectively].” 

– “The NSF should consider ways it can more directly support the development and 
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maintenance of community codes.” 

 M. Hildreth 

 Progress in understanding astrophysical plasmas is limited by software algorithms and 
available computing resources. 

 The availability of mid-scale resources and access to enterprise-class machines are both 
important. 

 Support for software development and the creation and maintenance of domain-specific 
software libraries is necessary. 

 Likely computational synergies among space physics, laboratory plasma physics, and 
astrophysics. 
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Reference Number 

199 

NSF Directorate(s)/Division(s) 

MPS/CHM BIO EHR  

Author(s)/Affiliation(s) 

M. Xian, Washington State University 
S. Ji, Washington State University 

Title 

Data-driven Discovery of Chemical Tools: Cyberinfrastructure Needs and Student Training 

Main Points 

 T. Dunning 

 Chemical information is growing dramatically, fueled by the massive data sets being 
generated by researchers in the same or similar fields. This data has the potential to 
significantly advance science and technology in the corresponding fields. 

 There is a lack of suitable databases and computational approaches for data integration and 
analysis for data-driven development of small molecule chemical tools that can be used as 
enzyme inhibitors, drug donors, imaging sensors, specific protein tags, etc. 

 Researchers need access to searchable and analyzable databases of known chemical tools, 
supported by advanced data mining and machine learning techniques. 

 CI to support these applications includes high-performance hardware and software 
specifically designed for big chemical data analysis. 

 Need to train the next generation of scientists, especially chemists. Students should be 
involved in the projects at all stages: from database set up to data-driven chemical tool 
design; from organic synthesis to analytic chemistry evaluation. 

 H. Berman 

 To better understand small molecule chemical tools, it is essential to have searchable 
databases that include the structures and properties. 

 Both software and hardware that allow for the storage and analyses of these chemical data 
sets. 
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Reference Number 

200 

NSF Directorate(s)/Division(s) 

GEO    

Author(s)/Affiliation(s) 

A. Kamrath, NCAR 
D. Hart, NCAR 
B. J. Smith, NCAR 
R. Loft, NCAR 

Title 

Cyberinfrastructure for the Atmospheric and Related Sciences 

Main Points 

 T. Dunning 

 Atmospheric research community is addressing two major, increasingly interdependent 
challenges: 
– Improving the understanding and prediction of atmospheric, chemical, and space 

weather hazards and the impact those hazards have on ecosystems, people, and society. 
– Improving the understanding, prediction, and projection of the consequences of natural 

and anthropogenic climate variability and change at regional and global scales. 

 Need a cyberinfrastructure that: 
– Enables the community to manage and analyze large, diverse, distributed and 

heterogeneous data sets. 
– Supports the pursuit of a unified modeling approach for the development of global 

models that run efficiently and accurately at a variety of horizontal resolutions as well 
as models with limited-area, higher-resolution grids for both regional downscaling and 
upscaling of information from local events. 

– Supports the development of new, multi-scale simulation systems as well as the 
enhancement of existing community models. 

 Need to rethink how cyberinfrastructure is planned, supported, and used to ensure its long-
term stability for meeting critical science objectives. 

 The atmospheric sciences community needs to encourage and support the training and 
development of the computing professionals who are needed to sustain the CI enterprise. 
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 It is unlikely that NSF will be able to support the rapidly increasing cyberinfrastructure 
needs of NSF researchers. To address this problem NSF should establish a dialog with the 
nation’s research universities, many of whom are also making significant investments in 
cyberinfrastructure, to better coordinate these two investments. 

 D. Bader 

 Atmospheric sciences requires cyberinfrastructure to manage complex and massive datasets 
and advanced analytics tools.  

 Strategy is needed to handle data access and preservation for both data produced by 
simulation and data produced through experimental and observational methods.  

 For sustainable cyberinfrastructure, NSF needs multi-decadal roadmap beyond the current 
4-6 years lifespan of individual cyberinfrastructure systems to allow for a national 
development of software and research efforts, and professionals needed to support these 
efforts. 
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Reference Number 

201 

NSF Directorate(s)/Division(s) 

CISE    

Author(s)/Affiliation(s) 

H. Aratyn, University of Illinois at Chicago 

Title 

Contribution from the UIC Information Technology Governance Council 

Main Points 

 T. Dunning 

 Multidisciplinary researchers working closely together on challenging problems will be 
increasingly important in the coming years. 

 The work of these groups often requires interactive, not batch, access to cyberinfrastructure 
that brings together compute, data and network resources.  

 Two other cyberinfrastructure needs: private cloud computing platforms built at universities 
to support local model development and cybersecurity for datasets of identifiable clinical 
data sets. 

 Workforce development is a critical need.  Need to sponsor more workshops such as those 
provided by XSEDE and support training of cyberinfrastructure providers as well as 
researchers and their students to allow them to gain a deeper appreciation of 
cyberinfrastructure technologies and how these technologies will transform research. 

 G. Jacobs 

 Multidisciplinary teams are becoming the norm for large scale science efforts.  Their needs 
differ from individual investigators or more single domain focused efforts 

 These groups need access to interactive computing resources, (as opposed to batch mode), 
to test hypotheses and get quick feedback.  Software defined networking and science DMZs 
are important to support data movement. 

 New infrastructure needs include – local/private institutional cloud computing 
environments with the capability of self-provisioning systems on the fly.  Computing 
containers meet some of these needs and will increase productivity. 

 Secure environments that are both FISMA and HIPAA compliant are needed and no good 
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solution exists.  Private locked clusters can serve only one project.     

 Workforce development and training, especially in software development are needed.  
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Reference Number 

202 

NSF Directorate(s)/Division(s) 

MPS/PHYS    

Author(s)/Affiliation(s) 

N. Pogorelov, University of Alabama in Huntsville 

Title 

On the Need of the Cyberinfrastructure Development Led by the NSF 

Main Points 

 T. Dunning 

 Existing computers systems are saturated and researchers are in need of national data 
services. 

 Problems in plasma physics requires that different space and time scales be addressed and 
these problems are described by different sets of equations, e.g., MHD, Boltzmann, Fokker–
Planck, Parker, focused-transport, and other equations, which very often must be solved 
together, in a coupled fashion. 

 To make computational efforts more efficient, the NSF should prioritize funding for 
research efforts that focus on new numerical algorithms, e.g., asynchronous time 
integration, AMR, load-balancing, etc. 

 Efficient, parallel visualization software for analyzing multi-dimensional numerical results 
should be supported and made accessible on every supercomputer. 

 Data storage and sharing is poorly covered by existing systems. 

 NSF should offer fellowships for students interested both in physics and programming. 

 M. Hildreth 

 3-dimensional and high-resolution computation in plasma and space physics is difficult, and 
potentially beyond the capabilities of today’s highly-interconnected machines. 

 Support should be provided for new numerical algorithms to make computation more 
efficient and for domain code libraries for sharing advances. 

 The flexibility of NSF flagship facilities is essential for efficient science in this field. 

 Central facilities for sharing large datasets are lacking. 
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Reference Number 

203 

NSF Directorate(s)/Division(s) 

BIO    

Author(s)/Affiliation(s) 

M. Pinsky, Rutgers University 

Title 

The Democratization of High Performance Computing 

Main Points 

 T. Agerwala 

 Need to expand XSEDE and publicize more. 

 Need to provide more widespread training, particularly at the graduate level. 

 Need to lower the bar to access XSEDE. 

 D. Bader 

 Understanding of ecological and evolutionary impacts of global climate change require 
greater access to high performance computing resources. 

 More support should be offered towards generating genomic data on non-model organisms. 

 Curriculum development for “software carpentry” is needed to tie together 
cyberinfrastructure tools. 
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Reference Number 

204 

NSF Directorate(s)/Division(s) 

SBE    

Author(s)/Affiliation(s) 

N. Newcombe, Temple University 

Title 

On-line Data Collection 

Main Points 

 T. Agerwala 

 Make commonly used paradigms in behavioral sciences available online. (I am assuming 
that by paradigms the author means: the theoretical framework, research approach, the kind 
of data that used, how it was collected and how the theory was applied to analyze the data, 
and perhaps the ethical principles used). 

 Need to ensure uniformity of data collection to maximize reproducibility and the growth of 
collective knowledge. 

 Need on-line tutorials and a consultant hotline to ease experimenter and participant 
obstacles. 

 D. Bader 

 Cognitive and behavior sciences need assistance with online data collection. Technology is 
ubiquitous in population, time, and is become multi-sensory. 

 A common paradigm is needed so as to address issues in security, uniformity, and storage, 
of collection. 

 Development and sharing of tutorials and tools is needed in this community. 
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Reference Number 

205 

NSF Directorate(s)/Division(s) 

BIO    

Author(s)/Affiliation(s) 

B. Tyler, Plant Science Research Network Cyberinfrastructure Committee 

Title 

Connections: Cyberinfrastructure For Plant Systems Science Over The Coming Decade 

Main Points 

 BIO 

 Summary: This document is the result of a significant process involving a large number of 
members of the plant research community as well as professional organizations. It points 
out a number of detailed steps that need to be taken in the next 10 years for plant cyber 
infrastructure, as well as cyber infrastructure in general to flourish. These include both 
technical and social issues. 

 Main points: This document focuses on what is needed in terms of improvement to both 
current cyberinfrastructure and human factors to realize the potential of the significant 
investment in large-scale databases of a variety of types that have been made in recent years. 
Perhaps the two biggest points that are made are: 
– The need for interoperability of these databases will pose a significant challenge that 

needs to be addressed as they grow and include more data types. 
– In addition to changes in the software there had to be changes in all aspects of human 

factors. These range from changes in the training that young scientist receive to 
changing the perception of people and institutions to better appreciate the value of 
multidisciplinary, large team science. 

 Independent perspective: This is a very significant document that was brought about 
through a thorough process to include the perspective of many individual scientists as well 
as professional organizations. It makes a number of very valuable and very specific points 
as to how to best utilize the promise of improvements in research and translational activities 
from plant cyber infrastructure. For such a short document it seems almost encyclopedic in 
pointing out areas that need to be the subject of focus in order for the previous investments 
that been made to be utilized most fully. 

 T. Agerwala 
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 This response outlines a ten year strategic plan for  the cyberinfrastructure needed to address 
opportunities and challenges in plant systems research, from molecules to ecosystems. It 
was developed by the Plant Science Research Network (PSRN), through 18 months’ 
consultation with the plant science community, facilitated by the 12 plant science societies 
that constitute the PSRN.  

 The proposal takes a holistic view of the primary challenge – interoperability: Effective 
connections among data sets, tool sets, platforms including databases, plant and information 
science researchers and educators, and the public, are required to unlock the potential of 
plant systems science.  
– The building of connections can best be advanced by transdisciplinary collaboration, in 

which participants with diverse disciplinary backgrounds develop a shared conceptual 
understanding of a problem and its various disciplinary dimensions, in close 
consultation with stakeholders.   

– Training, funding models, professional incentives, and cultural changes are needed that 
support the development and maintenance of those connections through 
transdisciplinary collaboration. As much as possible, these connections should extend 
worldwide.  

– Funding models: Include, but not be limited to, federal, state and local government 
investments, private enterprise, public/private partnerships, non-profit organizations, 
philanthropy, subscription services, crowd-funding, open sourcing, or combinations. 
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Reference Number 

206 

NSF Directorate(s)/Division(s) 

GEO    

Author(s)/Affiliation(s) 

J. Carmine, NOAA/OAR/OWAQ 
T. Clune, NASA/GSFC 
F. Giraldo, NPS 
M. Govett, NOAA/OAR/ESRL 
B. Gross, NOAA/OCIO/HPCC 
A. Kamrath, UCAR 
T. Lee, NASA HQ 
D. McCarren, Navy/CNMOC 
J. Michalakes, UCAR 
S. Sandgathe, APL/UW 
T. Whitcomb, NRL/MMD 

Title 

Earth System Modeling and High-Performance Computing 

Main Points 

 R. Loft 

 “Improved model initialization is achieved by more accurately assimilating billions of 
observations collected by next-generation, high-resolution satellites, radars, and a myriad 
of in situ sensors worldwide…. global weather forecast and assimilation models are driven 
by extreme requirements: each day of the model forecast must be calculated within eight 
minutes of wall-clock time to meet operational requirements.” 

 “Future Earth system models will need over 1000 times the computational power of today 
– and will need to use it much more efficiently… These models run at increasing resolutions 
but do not expand (scale) efficiently to the exaflop (1018 flop/s) systems expected in the 
2020s.” 

 Notes that earth system modeling requires a shift in processor design away from maximizing 
peak flops to one that emphasizes increased memory bandwidth. 

 Recommendations: 
– “… engagement [in] (co-design activities) with vendors by the Earth system modeling 

community here and in coordination with other modeling centers (e.g. the European 
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Center’s ESCAPE) to come up with designs that are most suitable for Earth system 
modeling’. 

– NSF should pursue “the idea of purpose-built HPC architectures that are balanced to 
deliver efficient performance for applications such as Earth system modeling, which 
have abundant parallelism but limited CI.” 

 T. Agerwala 

 CI requirements for improved weather prediction at higher spatial and temporal resolution 
with longer lead times. (Note: response uses CI for “compute intensity”). 

 Future Earth systems models will require purpose-built architectures and need over 1000x 
more computational power. Must exploit all available parallelism at high computational 
intensity. Will require a two-way design process with the HPC industry. 

 Need: (a) significant, long-term investment in computer scientists, software engineers, 
applied mathematicians and statistics researchers to partner with Earth System researchers 
and (b) help in migrating away from the sole use of Fortran. 
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Reference Number 

207 

NSF Directorate(s)/Division(s) 

CISE ENG MPS/PHYS  

Author(s)/Affiliation(s) 

K. Keshav, Yale Center for Research Computing 
A. Sherman, Yale Center for Research Computing 
R. Bjornson, Yale Center for Research Computing 
S. Ismail-Beiji, Yale School of Engineering & Applied Science 
J. Duncan, Yale School of Engineering & Applied Science 
D. Nagai, Yale Department of Physics 

Title 

Yale Center for Research Computing – Response to NSF CI 2030 Request for Information 

Main Points 

 T. Dunning 

 Emergence of huge quantities of data at multiple scales, e.g., in materials science, bio 
imaging and astrophysics, are a major driver of transformative scientific research at Yale. 

 Many innovations in CI will be crucial: 
– Better networks combining high speed with secure access and authentication; 
– Scalable storage architectures supporting better management, access, curation, and 

preservation; 
– Improved cybersecurity supporting controlled data access essential to collaborative 

research; and 
– New CI funding models encouraging more flexible responses to infrastructure needs 

(especially storage); development of inter-institutional or regional communities of CI 
expertise; and enhanced cloud-based methodologies facilitating inter-institutional 
collaborations. 

 Need CI workforce development and training, including creation of long-term career paths 
for CI staff. 

 Need to be able to integrate information across multiple imaging scales (e.g. cellular 
imaging all the way to millimeter scale organ imaging), multiple energy sources/modalities 
(e.g. optical imaging using fluorescent dyes, MRI, PET, X-Ray, CT, ultrasound) and 
multiple physical locations (imaging centers). 
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 Most academic institutions are discouraged from “renting” computation cycles or storage 
for research projects, because such rentals are typically charged overhead, while capital 
purchases are not. 

 Need to build inter-institutional communities among CI specialists, since the number at each 
institution is typically small. Frequent, short (one or two day), focused regional meetings 
would be a time-efficient and low-cost way to encourage cross-pollination and collaboration 
among CI specialists and researchers at nearby institutions. 

 D. Bader 

 Data at scale is becoming a challenge for transformative science research, such as in the 
communities of material science, bioimaging, and astrophysics. 

 Improved cyberinfrastructure with capabilities beyond “faster” are needed, such as 
improved networks integrated with security and global authentication; and storage 
concerned with management, preservation, and access.  In addition, a new business model 
for research cyberinfrastructure must be developed to alleviate the issues with outsourcing 
and paying for long-term costs such as storage in public cloud. 

 Funding is needed to maintain a cadre of cyberinfastructure specialists and application 
scientists. Attention is needed for workforce development of this new type of technology 
worker who can collaborate across areas and broaden accessibility of the science. 
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Reference Number 

208 

NSF Directorate(s)/Division(s) 

BIO GEO   

Author(s)/Affiliation(s) 

R. Stepanauskas, Bigelow Laboratory for Ocean Sciences 

Title 

Reference Databases for Microbiome Studies 

Main Points 

 H. Berman 

 Reference databases are becoming the bottleneck in the accurate and efficient use of 
microbiome data. Existing public databases do not scale to the size of omics studies today. 
There is limited flexibility of data and metadata formats. 

 There are challenges in quality control and quality tracking of reference databases. 

 Analysis of the failures of initiatives to address reference databases needs to be done to 
figure out how to improve the situation. There needs to be communication among 
developers, end users and funders. 

 S. Ruggles 

 Hardware and software has improved dramatically, but core reference data collections have 
lagged. 

 Inflexible data and metadata formats, inefficient procedures for contributing data, lack of 
quality control, and poor documentation all impede progress.  

 Major attention needs to be paid to updating this core research infrastructure. 
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Reference Number 

209 

NSF Directorate(s)/Division(s) 

CISE    

Author(s)/Affiliation(s) 

D. Katz, University of Illinois at Urbana-Champaign 
R. Haines, University of Manchester (UK) 
K. Huff, University of Illinois at Urbana-Champaign 
F. Loffler, Louisiana State University 
M. Pierce, Indiana University 
M. Heroux, St. John’s University 
K. Niemeyer, Oregon State University 
S. Gesing, University of Notre Dame 
J. Carver, University of Alabama 
G. Wilson, Rangle.io 

Title 

Sustaining Software as a Key Element of Cyberinfrastructure 

Main Points 

 T. Dunning 

 Modern research is inescapably digital, with data from both experiments and computations 
and the resulting publications created, analyzed, and stored electronically. 

 Research is increasingly dependent on software, which must be continually maintained for 
it to continue to function. 

 Few research environments offer researchers the necessary training, experience, or 
institutional support to maintain the software they create. Software will continue to be 
available in the future, on new platforms and to meet new needs, only if sustainability is 
encouraged, planned and supported. 

 NSF should require a Software Management Plan for all proposals that intend to create a 
major software package. Software Management Plans should provide a justification for the 
development of new software, consider the existence of similar software already available, 
and detail how (and for how long) any new software will be sustained. 

 D. Bader 

 Sustained support is needed for research software that captures scientific workflow. These 
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tools are critical for long-term research in disciplines and often not commercially viable 
products. 

 NSF needs to support environments that allow for research software to be effectively 
created, maintained, used, and sustained over time. 

 Software and data management plans should be public and archived to benefit future 
researchers. 
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Reference Number 

210 

NSF Directorate(s)/Division(s) 

CISE    

Author(s)/Affiliation(s) 

R. Rosskies, University of Pittsburgh 
N. Wilkins-Diehr, San Diego Supercomputer Center 
L. Crosby, University of Tennessee, Knoxville 
S. Sanielevici, Pittsburgh Supercomputing Center 
J. Cazes, Texas Advanced Computing Center 
M. Pierce, Indiana University 
J. Alameda, National Center for Supercomputing Applications 

Title 

People: A Fundamental But Often Overlooked Component of an Impactful Cyberinfrastructure 

Main Points 

 T. Dunning 

 Level of skill and knowledge needed to apply advanced CI to solve research problems is 
becoming higher and higher. From complex multi-core processors with special features to 
parallel programming, data analytics, cloud computing, workflows, visualization and data 
mining, the expertise needed to tackle even a single research challenge continues to grow. 

 Need “bridge people”, talented staff with enough domain expertise to understand the 
research goals and enough technical CI expertise to be able to apply the right solutions. 
Need programs that provide career opportunities and training of such experts. 

 NSF could materially affect the rate of production of CI experts by making clear that the 
continued production of CI experts is a national imperative. 

 D. Bader 

 We need a sustainable way to produce and retain cyberinfrastructure experts. They are 
critical to reducing the barrier to entry and often bridge between the IT technology and the 
science and engineering disciplines. 

 Future investments in cyberinfrastructure experts should address their career, skills 
development, and research involvement. 

 Cyberinfrastructure experts are often pulled from scientific domains to the commercial 
sector and industry. We must find ways to retain them and build their careers in research 
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environments. 

 G. Jacobs 

 There is an ongoing need for “bridge people,” talented staff with enough domain expertise 
to understand the research goals and enough technical expertise to be able to apply the right 
solutions, are critical parts of the CI enterprise. 

 There is a mismatch between the expertise needed to be at the forefront of modern science 
and engineering research and the expertise needed to make best use of the technical 
advanced cyberinfrastructure (CI). 

 University curricula change too slowly to be the primary vehicle for CI training – short-
term apprenticeships and other options are necessary. 

 NSF training programs focus on postdocs, grad students and faculty – programs to train CI 
experts are needed to continue to develop these individuals. A pipeline is needed since many 
are attracted away from academia to industry. 
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Reference Number 

211 

NSF Directorate(s)/Division(s) 

ENG    

Author(s)/Affiliation(s) 

J. Zhu, Illinois Institute of Technology 
P. Anderson, Illinois Institute of Technology 

Title 

Soft-sensor Application for Enhancing Cost-effective Operations at Water Reclamation Plant 

Main Points 

 T. Dunning 

 Older water reclamation plants (WRPs) typically operate with excess aeration to manage 
various perturbations and meet their effluent permit requirements and aeration accounts for 
about 60% of energy costs. 

 Aeration energy costs can be substantially reduced, but data is needed on the characteristics 
of the influent wastewater and operating processes. Sensors to provide this type of 
information are not available or too costly, but the needed data can be provided by “soft” 
sensors. 

 D. Bader 

 In the area of environmental engineering, a major challenge is to acquire appropriate data 
when information is difficult or very costly to acquire through hard sensors. 

 Soft sensors need to be developed with mathematical and statistical approaches to predict 
needed information based on historical data and easily-acquirable real-time information. 

 Data needs to be better understood with patterns and correlations and impact of the temporal 
resolution of data on the studies. 
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Reference Number 

212 

NSF Directorate(s)/Division(s) 

GEO    

Author(s)/Affiliation(s) 

R/V Atlantis Marine Crew, R/V Armstrong Shipboard Scientific Support Group (WHOI) 

Title 

Oceanographic Research and the Need for More Satellite Bandwidth 

Main Points 

 R. Loft 

 “[S]cience parties [at sea] need sufficient bandwidth and cyberinfrastructure for 
telepresence, data transfers for real-time modelling, and collaboration with peers; a ship’s 
crew members need sufficient bandwidth for charting, telemedicine, modern equipment 
maintenance, and institutional business. Regrettably, satellite bandwidth is one of the most 
limited resources at sea, and as such hampers the ability for all to succeed.” 

 “Data collected from modern systems… are overwhelming the cyberinfrastructure on 
research vessels. Storage and transfer of these large datasets has become a real challenge. 
The current data rates desirable for modern 4K cameras on these vehicles are greater than 
1Terabyte per hour.” 

 “The process of filling out this google drive doc. on ‘why we need more bandwidth’ has 
taken me three times as long as it should due to the fact that I have been kicked off and gone 
through the “reconnecting…” process multiple times due to lack of bandwidth. No joke.” 

 T. Dunning 

 Digital science is increasing important for research at sea—need to integrate with shore-
based systems and have adequate on-board resources. 

 Especially need sufficient bandwidth for data transfers as well as cyberinfrastructure to 
support telepresence. 

 Satellite bandwidth is limited and inadequate for these purposes. 
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Reference Number 

213 

NSF Directorate(s)/Division(s) 

CISE    

Author(s)/Affiliation(s) 

J. Moore, Internet2 

Title 

Community Planning and Investment Coordination in Support of Science and Engineering 
Research 

Main Points 

 M. Hildreth 

 Greater community coordination and a defined ecosystem strategy related to services, 
operations, and investments are needed in order to develop the next generation of internet 
service. NSF could play a leadership role. 

 An open experimental platform should be developed to promote joint development, 
alignment and coordination with industrial partners, and to accelerate implementation of 
new technologies. 

 Workforce training for engineers and CI developers will be required so that they are able to 
address the integration challenges of new components at all levels of the systems. 

 D. Bader 

 Internet2 is engaged with national R&E community to plan next investment in nation-scale 
infrastructure since 2016.  

 Planning and development of comprehensive cyberinfrastructure solution needs to consider 
the entire research and engineering ecosystem including campus considerations, and state 
and regional networks. 

 The workforce of the future will need a different skill set than those today due to change in 
open hardware and software environments. Academia can do better in training and skill 
development for the workforce. 
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Reference Number 

214 

NSF Directorate(s)/Division(s) 

MPS/PHYS    

Author(s)/Affiliation(s) 

H. Prosper, Florida State University 

Title 

Assessing Uncertainty is the Key to the Future 

Main Points 

 M. Hildreth 

 Uncertainty quantification in machine learning is an important but largely unaddressed 
problem. 

 In order to more easily reap the benefits of new computing architectures, new layers of 
software should be created in order to automatically optimize algorithm implementations 
for the given hardware platform. 

 Advanced architectures containing, for example, nested layers of massively parallel 
computational architectures, could be extremely powerful tools. 

 T. Dunning 

 Understanding uncertainties in the data is critical to drawing valid conclusions. 

 This issue is particularly important to realizing the full potential of AI and Machine 
Learning. 

 Software is also a major issue. New computing technologies are difficult to use—need better 
compilers, new computing languages, people with the required skill, etc. 
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Reference Number 

215 

NSF Directorate(s)/Division(s) 

GEO    

Author(s)/Affiliation(s) 

K. Feldman, University of Washington 

Title 

University National Oceanographic Laboratory System (UNOLS Satellite Network Advisory 
Group Response to NSF CI2030) 

Main Points 

 R. Loft 

 “Productive, successful ocean science research increasingly requires fast, reliable, and 
robust connectivity to the Internet. The instrumentation and operating infrastructure have 
become more complex. The responsibilities of scientists are increasing, with greater 
demands on data, responsibilities, and outreach. These dependencies make functional 
Internet access mission critical.” 

 “… such data influence operational choices, in real time, from remote areas.” 

 “NSF program requirements for outreach have also increased, and the ability to routinely 
bring the ship into the classroom in real time requires much more bandwidth than is 
currently possible.” 

 “The Internet of Things (IoT) … is causing issues of scale that our fleet has yet to 
acknowledge. A large increase in devices accessing the internet will constrain socket 
connection and Internet bandwidth resources.” 

 “[W]e are starting to see some applications that need in excess of 100 TB of storage over 
90 days.” 

 Recommendations: 
– “The UNOLS fleet needs, at minimum, a tenfold increase in bandwidth to enter the 

realm of functional performance.” 
– “[I]t will not be tenable to consider such data volumes without a SAN along with 

enterprise storage solutions that can cope with the redundancy and input/output 
requirements of so much data.” 

 G. Jacobs 
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 High performance internet connectivity is critical to modern research on research vessels at 
sea.   Many research vessels carry fewer passengers and many scientists want to participate 
in the research cruise remotely with needed access to sensors, communications, data etc. 

 Bandwidth restrictions impact the ability to transfer data, access instruments on board and 
on land, process data in real time, hamper communications between ships.   Drones, wave 
gliders and other mobile sensors produce valuable time sensitive data – access is a problem. 
Under performing satellite links impede research and are a big time sink for scientists. 

 UNOLS ships need a 10-fold increase in bandwidth to support modern science.  New 
investigators are hampered by lack of connectivity to all devices they currently use. 

 Cybersecurity is a major concern – with underperforming networks – a multitude of 
challenges puts important data at risk. 
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Reference Number 

216 

NSF Directorate(s)/Division(s) 

BIO    

Author(s)/Affiliation(s) 

D. Mozzherin, Illinois Natural History Survey 

Title 

A Persistent Names-based Cyberinfrastructure for Biodiversity Sciences 

Main Points 

 BIO 

 Summary: A variety of well-known biodiversity cyberinfrastructure projects exist to 
organize knowledge about species. However, a continuing problem is reliably associating a 
single species name with a particular organism – frequently, multiple names, abbreviations, 
alternative/wrong spellings, and provisioning of solely genetic identifiers together 
complicate any operations one would undertake on large biodiversity databases. The need 
is for a master unifying ontology that would speed discovery, extraction, analysis, 
interpretation, and integration across databases. 

 Main Points: The author provides a detailed plan. In short, beyond databases and web-based 
services, the development, deployment, and maintenance of an ontology requires high-level 
biodiversity knowledge and research, community building, training, and governance. 

 Independent perspective: Scientific names are widely used standardized metadata that have 
been in continuous use for 250 years – currently they are not in good shape. At the same 
moment that genetic work is revolutionizing our understanding of species, taxonomic 
expertise is harder to find, such that reconciling species names and relationships across 
biodiversity databases is a daunting task. I have heard this complaint many times over the 
years. 

 G. Jacobs 

 Need for a cyberinfrastructure that can transmit digital content and support semantic 
reasoning.  A robust metadata framework to manage scientific names as key identifiers is 
needed.  The NBI has this mission but current efforts fall short of ideal.  There is a need for 
automated indexing of all names to speed discovery.  Current resources are fragmented. 

 Suggestion to invest in the current NBI and improve and extend its capabilities as a central 
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production level resource combining several existing community resources – BHL, 
iDigBio, Global Names, Map of Life, etc. 

 Personal comment:  The rest of the submission lays out a plan to develop this resource – 
very detailed, covers all bases.   A “names based” cyberinfrastructure.   
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Reference Number 

217 

NSF Directorate(s)/Division(s) 

SBE MPS/CHEM CISE/OCI  

Author(s)/Affiliation(s) 

G. Monaco, Kansas State University & The Great Plains Network 
D. Mullen, Texas A&M University 

Title 

Organizing to Broaden Access to National, Regional and Campus-based Cyberinfrastructure 

Main Points 

 G. Jacobs 

 Support for regional consortia, especially in under-served institutions could bridge the gap 
for many and provide a regional support and education network for researchers. 

 Access to CI is an essential part of scientific training for student researchers – and it is a 
challenge is to provide CI at under-served institutions. 

 Provide funding for regional centers of excellence that are committed to sharing resources 
and empowering underserved groups. CI centers should be unique to and meet the specific 
needs of the geographic region.  Examples – regional networks as a successful model. 

 T. Dunning 

 Need to facilitate the effective uptake and use of cyberinfrastructure. Need to leverage 
existing organizations to create a feedback loop between users and providers of CI that 
meets the needs of the broad science and engineering community. 

 Students need access to CI—it is an essential component of their education and training. 
This is particularly important at smaller schools where faculty as well as students need 
access to as well as training in the use of CI.  

 Discusses a report to NSF on “The Role of Regional Organizations in Improving Access to 
the National Computational Infrastructure,” that notes that regional consortia can: 
– Broaden the uptake and use of national CI resources, especially by smaller colleges and 

universities, MSIs, tribal colleges and research facilities, etc. 
– Organize the sharing and reuse of existing and future NSF investments in CI. 
– Coordinate the training and professional development of CI experts. 
– Coordinate cooperative development of CI across many institutions within a region. 
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 Argues that “Regional Centers of CI Excellence” should be funded to accomplish the above 
goals. 
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Reference Number 

218 

NSF Directorate(s)/Division(s) 

CISE    

Author(s)/Affiliation(s) 

C. A. Stewart, Indiana University 
D. Y. Hancock, Indiana University 
M. R. Link, Indiana University 

Title 

Addressing the National Need for More Diversity and Aggregate Investment in 
Cyberinfrastructure Supporting Open Science and Engineering Research 

Main Points 

 R. Loft 

 “The NSF has within its means and power the ability to do much to coordinate diverse 
sources of investment in advanced cyberinfrastructure.” 

 “The orchestrated use of workflows is becoming a standard practice with the wide array of 
orchestration engines available … [that] allow researchers and science gateways to 
dynamically scale applications on cloud resources and deploy them with consistent software 
environments for reproducibility and reliability. This “mode of use” is now a common 
expectation…” 

 “[Jetstream] researchers … do not fit the traditional high-performance computing (HPC) 
model … [They] come from diverse user communities that have only recently come to use 
large-scale computation as a research tool …” 

 Recommendations: 
– “NSF should lead national integration and interoperability of cyberinfrastructure 

resources and support by integrating and creating interoperability of the resources it 
directly funds.” 

– “NSF should adjust its own funding formulae and approaches so as to provide for 
excellent support of a diverse set of advanced cyberinfrastructure resources over long 
periods of time.” Basically argues that NSF’s funding HW (clusters) not 
services…Editor 

– “NSF should incentivize investment by US research universities and colleges in 
cyberinfrastructure (integrated as part of a national ecosystem).” 
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 D. Bader 

 We need additional discipline-oriented tools to reach the masses of scientific discovery. 
Currently, traditional HPC is accessible directly only by thousands. If we invest in more 
tools like iPlant, Galaxy, Matlab-like, etc., we will reach tens of thousands of scientists. 

 Programmable cyberinfrastructure with first-class support for virtual machines, high 
availability, integration with workflows, more memory per core, and longer data lifecycles, 
are needed in the next-generation of cyberinfrastructure. 

 NSF should lead national integration and interoperability of cyberinfrastructure and a viable 
business model for sustaining it. 

 G. Jacob 

 NSF should lead national integration and interoperability of cyberinfrastructure resources 
and support by integrating and creating interoperability of the resources it directly funds.  
Current needs are not being met and NSF cannot solely support future needs. 

 NSF should adjust its own funding formulae and approaches so as to provide for excellent 
support of a diverse set of advanced cyberinfrastructure resources over long periods of time. 
Current funding model especially for cloud based computing and software services is 
similar to HPC acquisition – this model is outdated and not effective to support a resource. 
A 5 + 5 strategy would work better. 

 NSF should incentivize investment by US research universities and colleges in 
cyberinfrastructure (integrated as part of a national ecosystem). Current practices of F&A 
distribution do not fully count the CI investment by a university. 

 
  



Summaries of CI2030 Responses 

78 

 

Reference Number 

219 

NSF Directorate(s)/Division(s) 

ENG MPS/DMR   

Author(s)/Affiliation(s) 

H. Johnson, University of Illinois at Urbana-Champaign 
D. Trinkle, University of Illinois at Urbana-Champaign 

Title 

Cyberinfrastructure Needs for Computational Materials Research 

Main Points 

 M. Hildreth 

 Multiscale modeling and uncertainty quantification are essential to make progress in the 
areas of material design. Machine learning has the potential to transform this science if the 
uncertainties in its determinations can be suitably quantified. 

 Medium scale heterogeneous systems running in unique configurations may bring more 
rapid advances than huge homogeneous systems. 

 Support for the infrastructure and software required to run new codes on heterogeneous 
cloud services will be needed. 

 Enhanced person-to-person collaboration is important for future progress. 

 D. Bader 

 The field of computational materials often requires huge spans of orders of magnitude of 
scales in length, with time often spanning 15 or more orders of magnitude. Bridging length 
and time scales requires more robust techniques built upon trusted physics and chemistry 
models and advances in computer science. 

 Need for many sets of 100-1000 cores that are very efficiently networked and working in 
worker-manager systems, rather than homogeneous arrangements of millions of 
simultaneous cores. 

 Greater attention should be given to commercial cloud offerings over the national-scale 
peta- and exascale supercomputers. 
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Reference Number 

220 

NSF Directorate(s)/Division(s) 

MPS/PHYS CISE   

Author(s)/Affiliation(s) 

F. Wuerthwein, University of California, San Diego 
D. Swanson, University of Nebraska–Lincoln 

Title 

Integrated Cyberinfrastructure for Open Science 

Main Points 

 T. Agerwala 

 Key need: combine cyberinfrastructure (CI) from multiple collaborating resource providers. 

 Challenges – Technical: Ease of access, integration; Sustainability: Common vision and 
NSF funded projects that can implement the vision. Social: encourage resource sharing as 
part of solicitations. 

 Facilitate outcomes like training in, and the sharing of, best practices and workforce 
development, including data scientists. 

 M. Hildreth 

 Open Science Grid, a distributed high-throughput computing (dHTC) network based 
entirely on shared resources, has been highly successful at delivering scientific results for 
the past 10 years and has run some of the largest and most complex CI systems in 
production. 

 NSF should take the lead on sustaining an open science common computing infrastructure 
that is open to all researchers and provides the necessary infrastructure. 

 The installed CI base on campus far exceeds what NSF can fund; combining these resources 
dramatically increases the ability of everyone to compute. 

 New challenges in computation, portability, networking, and data movement will need to 
be solved for the next generation of dHTC infrastructure. 
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Reference Number 

221 

NSF Directorate(s)/Division(s) 

BIO    

Author(s)/Affiliation(s) 

S. Davidson, The Ohio State University, Max Planck Institute for Ornithology 
G. Bohrer, The Ohio State University 
R. Kays, North Carolina State University, NC Museum of Natural Sciences 
W. McShea, Smithsonian Conservation Biology Institute 
M. Wikelski, Max Planck Institute for Ornithology, University of Konstanz 

Title 

Advanced Cyberinfrastructure Needs for the Field of Animal Movement Ecology 

Main Points 

 BIO 

 Summary: Sensors and cameras provide unprecedented opportunity to unobtrusively study 
animal movement – to understand migration patterns and how they may be changing, 
dispersal of juveniles, and interactions with other species. The low cost of cameras now 
enable not only scientists but enthusiastic “citizen scientists” to collect high-resolution 
video that provides information about animal movement. Similar to response #281, these 
authors indicate a need for video repositories for storing and sharing, standardized metadata, 
tools for analysis and data integration, and training. Currently community data standards 
are lacking, and scientists are not prepared to work with these data. 

 Main Points: Community-wide repositories, data standards, and training opportunities are 
needed for quality control and assurance, data sharing and meta-analyses, interdisciplinary 
collaboration, shared analysis tool development, and to support data collection by 
individuals and organizations without the resources to maintain their own databases. 
Training opportunities are needed for geospatial data management and analysis, coding, 
data archiving, and working with remote sensing data. 

 Independent perspective: The researchers emphasize not only the databases for storing and 
sharing these data, but also training, statistical tools, and community standards. In my 
experience, animal movement data remains especially tricky in terms of both analytics and 
data handling; these data are proliferating but relatively few researchers know how to use 
them, frequently throwing away most of these rich data to analyze only some summary data 
that are more easily interpreted. There are not only some interesting informatics challenges, 
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but also statistical and training challenges in this field. See also response #281. 

 T. Agerwala 

 Advanced cyberinfrastructure needs for the field of animal movement ecology 
– Financing methods for sustaining cyberinfrastructure: Today there are many 

disconnected and poorly maintained systems with small groups of users and 
competition between funded projects. Funding to pay developers or to design a system 
with long-term use, growth and maintenance will result in a sustainable 
cyberinfrastructure. 

– Data Standards: Develop community-developed standards for documenting and 
transferring data to help provide a needed unified call for manufacturers to begin to 
consider data standardization an essential service for their customers. 

– Analysis Tools: Sophisticated and user-friendly methods for visualizing geospatial 
trajectories.  

– Critical Skills: Critical need for training to help researchers, students, and professionals 
in the field of movement ecology to work with cyberinfrastructure and big data. These 
skills should become better integrated as part of curricula in departments that train 
movement ecologists. 
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Reference Number 

222 

NSF Directorate(s)/Division(s) 

GEO MPS/MATH   

Author(s)/Affiliation(s) 

L. Kellogg, Computational Infrastructure for Geodynamics, University of California, Davis 
C. Cooper, Washington State University 
O. Ghattas, University of Texas at Austin 
F. Simons, Princeton University 

Title 

Advanced Cyberinfrastructure to Support Research in Computational Geodynamics 

Main Points 

 R. Loft 

 “To advance … science questions [in geophysics] involves advanced cyberinfrastructure 
including: sustained interdisciplinary collaborations between geoscientists, applied 
mathematicians, and computational scientists to define the scientific problems and develop 
the underlying mathematics and algorithms, development of high quality open-source 
scientific software, training across disciplines to enable use of advanced cyberinfrastructure, 
the organizational infrastructure to sustain a culture of interdisciplinary collaboration in 
advanced cyberinfrastructure, and access to computing resources ranging from midscale to 
leadership-class computing.” 

 “… collaboration becomes even more critical as the community continues to push the limits 
of existing modelling efforts as well as initiates efforts to integrate and couple software 
across subdisciplines.” 

 “… NSF’s support for cross-cutting research in computational science in general and 
applications to the scientific domains in particular has diminished in the past half dozen 
years, having been replaced largely by data science programs.” 

 “… ACI admirably supports software development for computational science through its 
SSI program, but this crucial activity is just the last step in a pipeline that include 
development of data structures, parallel algorithms, meshing, discretizations, linear and 
nonlinear solvers, and inversion methods.” 

 Recommendations: 
– Stand up large cross-cutting computational science programs like KDR, ITR, PetaApps, 
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etc. 

 G. Jacobs 

 Multidisciplinary teams needed to advance geoscience research.  Geophysics, applied math 
and computational scientists.  Use cases: seismic wave propagation, earthquakes, tsunamis, 
and volcanoes.   

 Need high quality, specialized open source software, well documented and designed. This 
is lacking due to the lack of experienced professional software designers.  Geoscientists lack 
skills to collaborate with computational scientists, due deficits in training in numerical 
methods and modern software design. 

 XSEDE and other national resources are critical for those where computing resources are 
scarce or not well supported at the institutional level.   

 Credit for developing crucial open source codes and maintaining them needs to be 
recognized by the academy.  Training both hands on and online is needed to improve skill 
sets.  

 At a time when support for cross-cutting research support is needed, NSFʻs support for 
computational centers is diminishing.  Grand Challenges and National Challenges in prior 
years provided the impetus for multidisciplinary collaborative efforts.  This is needed now 
for Geodynamics research.  Funding for multidisciplinary centers is key. 
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Reference Number 

223 

NSF Directorate(s)/Division(s) 

ENG    

Author(s)/Affiliation(s) 

S. Patel, Self-employed 

Title 

Submerged Underwater Multiprocessor Computing Apparatus with Wireless Interconnect & 
Nonvolatile Random Access Memory 

Main Points 

 T. Dunning 

 Presents an argument for the development of (the best possible) parallel computer 
architecture that is very well turned for the minimum possible communications and 
synchronization requirements achieving almost 10-time speed up, ignoring communications 
and contentions for resources delays, in the solution of simultaneous nonlinear algebraic 
equations written for steady state analysis of power network (US Patent #7788051). 

 T. Agerwala 

 Requirements: 
– Parallel computer architecture turned for the minimum possible communications and 

synchronization requirements achieving almost 10-time speed up. 
– Waterproof enclosure: placed under water, saves almost 50% electricity. 
– New architecture for Nonvolatile Random Access Memory (NVRAM). 
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Reference Number 

224 

NSF Directorate(s)/Division(s) 

EHR    

Author(s)/Affiliation(s) 

S. Teasley, University of Michigan 
C. Brooks, University of Michigan 
A. Pardo, The University of Sydney (Australia) 
S. B. Shum, Open University 
X. Oacha, Escuela Superior Politécnica del Litoral (Ecuador) 
D. Gasevic, The University of Edinburgh (UK) 

Title 

Educational Cyberinfrastructure 

Main Points 

 T. Dunning 

 Intersection of education with data science techniques has led to tremendous growth in 
research on learning over the last decade, and has translated into an unprecedented amount 
of data that needs to be securely collected, manipulated, and made available for analysis. 

 Researchers require scalable infrastructure to pose questions that until recently were either 
unimaginable or impractical to investigate. 

 Cyberinfrastructure needed to address these challenges comprises: 
– Secure, scalable platforms with high communication bandwidth and storage capacity to 

store streams of data captured by systems such as video, audio, physiological and 
environmental, and clickstreams. 

– High performance data management procedures to execute analytical procedures 
(machine learning algorithms, computation of visualizations, etc.) in near real-time 
fashion (e.g. suitable for interventions in a classroom and at the individual student 
level). 

– High availability services for data queries from external agents. In the current emerging 
ecosystems, the produced data streams need to be made available through high 
availability mechanisms (APIs, Web services) to other stakeholders to facilitate 
distributed analysis and translation into actionable knowledge, often joining data across 
modalities (e.g. clickstream data with student record data and in-classroom. 

– A sociotechnical layer to the cyberinfrastructure that enables the fluid sharing and use 
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of sensitive data (e.g. FERPA and COPPA protected) among legal entities (academic 
institutions, researchers, vendor partners) with ease. 

– The upskilling of the user community is an often-neglected part of technology 
innovation programs; “educational cyberinfrastructure” can be harnessed to upskill the 
workforce needed to leverage cyberinfrastructure initiative. 

 D. Bader 

 Education and Learning Science are moving closer towards being data-based research 
disciplines and using algorithmic methodologies. 

 Data needs to be securely collected, manipulated, and made available for analyses. The 
provided cyberinfrastructure should directly address these capabilities including 
cybersecurity and regulations regarding the data privacy. 

 Consider educational cyberinfrastructure to accelerate the workforce development and 
provide better skills training. 
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Reference Number 

225 

NSF Directorate(s)/Division(s) 

BIO    

Author(s)/Affiliation(s) 

J. Wilgenbusch, University of Minnesota 
C. Neuhauser, University of Minnesota 

Title 

Beyond Pillars and Paradigms: Persistent Challenges Related to Computational and Data Intensive 
Research 

Main Points 

 H. Berman 

 There is a need for flexible computing environments at the mesoscale. 

 There is a need for highly skilled professionals with a mix of technical skills somewhere 
between systems administrator and research scientist. Adjustment in HR practices to 
classify and compensate these individuals is required. 

 A new approach to data storage that includes training in data management as well as 
hardware appropriate for the range of data storage needs are required. 

 D. Bader 

 Challenges to performing research include workflow bottlenecks, data privacy obstacles, 
data integration difficulties, and lack of long-term data preservation facilities. 

 We need flexible computing environments that include training and employment 
opportunities, data management, and data storage capabilities. 

 There is a disconnect between school, state and federal resources. NSF should consider 
approaches in cyberinfrastructure to address this disjointed situation. 
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Reference Number 

226 

NSF Directorate(s)/Division(s) 

BIO MPS   

Author(s)/Affiliation(s) 

W. Wheeler, American Museum of National History 
M. Hopkins, American Museum of National History 
F. Burbrink, American Museum of National History 
P. Whiteley, American Museum of National History 
M-M M. Low, American Museum of National History 
G. Amato, American Museum of National History 
J. Montes, American Museum of National History 

Title 

NSF CI 2030 – American Museum of Natural History and Beyond 

Main Points 

 D. Bader 

 The American Museum of Natural History specializes in anthropology, systematic biology, 
phylogenetics, evolution and tree-of-life research. These studies require renewed 
investment in high-speed cores, large memory systems, and storage.  Large datasets arise in 
paleontology and astrophysics that require access to significant scale high-performance 
computing systems. 

 Research networks must be updated to handle these massive data scales. 

 Regional research and education network meetings and workshops should be held to sustain 
a technological workforce. 

 T. Agerwala 

 The American Museum of Natural History is a world-class scientific research institution, 
actively engaged in research in: 
– Anthropology, Systematic Biology, Phylogenetics, and Evolution and the Tree of Life, 

(these require massively parallelized computer programs operating across thousands of 
high-speed cores with large amounts of memory and storage)  

– Paleontology (In paleontological research, computational demands come from two 
sources: the need to handle large datasets and the need to do multiple iterations of the 
same analysis)  
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– Astrophysics (The Astrophysics research group makes extensive use of external 
computing resources, with approximately 3 million CPU-hours currently allocated on 
NSF-funded XSEDE resources, 1.8 million hours on a NASA High End Computing 
cluster, and 20 million hours on the Dutch national supercomputer.) 

 AMNH research is national and global in nature. By Spring 2018, AMNH will be connected 
to its regional research and education network provider, NYSERNet (New York State 
Education and Research Network). AMNH network serving its research and education users 
will need to be upgraded.. AMNH will design and deploy a “Science DMZ”, a purpose-
built high-speed network designed to facilitate high-volume bulk data transfer, remote 
experiment control, and data visualization to meet the needs of certain high-performance 
scientific applications. 
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Reference Number 

227 

NSF Directorate(s)/Division(s) 

BIO    

Author(s)/Affiliation(s) 

J. Fresnedo-Ramirez, Ohio Agricultural Research and Development Center, The Ohio State 
University 

Title 

Current and Future Context of Cyberinfrastructure for Applied Bioinformatics for Plant Sciences 

Main Points 

 BIO 

 Summary: Large data sets will continue to be accumulated over perhaps as many as 30 more 
years. While this process is ongoing, a crucial need will be to develop ways to better make 
the data available to scientist and to train scientist who can bridge the gap between plant 
sciences and other biological disciplines and computational science. It will be necessary to 
make sure that data are secure from potential terrorist activity as well as available to the 
community.  Lastly, more attention should be given to lowering the carbon footprint of the 
computer hardware associated with these databases. 

 Main Points: While hardware development seems to be proceeding at an acceptable rate, 
there needs to be improvements in software development and better sustainability for 
computer analyses of large data sets. The combination of better software as well as 
improved engineering to reduce energy and other cost will be required to develop cyber 
infrastructure going forward. 

 Other: The document makes two interesting points. One of these is that there needs to be 
more concern about cybersecurity given the size, importance and accessibility of these 
databases. The second is that very little effort is being put into making these hardware 
systems sustainable in terms of not only funding mechanisms but making them use less 
energy and have a lower carbon footprint.  This should be addressed going forward. 

 G. Jacobs 

 Plant science community needs are primarily in software, over hardware. Software must be 
optimized and intuitive. Containerized computing for research and education is important 
for translational science in crops.  



Summaries of CI2030 Responses 

91 

 Needs include: more attention to cybersecurity, data centralization and duplication.  

 Data centralization is an unsolved problem and done differently across institutions.  No 
mandate or institutional funding for data at the institutional level.   

 Students with skills in IT lack training in bioinformatics or an understanding of biological 
data sets, so recruiting individuals is challenging.  More senior investigators tend to have 
both types of skills, but self taught.   A need for better curriculum and training exists.  

 Concern about environmental impacts of institutional computing and data centers – 
institutions tend not to seek solutions with low environmental impact. 
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Reference Number 

228 

NSF Directorate(s)/Division(s) 

Various    

Author(s)/Affiliation(s) 

S. Cross, Georgia Institute of Technology (on behalf of faculty & staff) 

Title 

From Human Capital, Security and Standardization: Investments in Cyberinfrastructure Impact 
21st Century Science and Discovery 

Main Points 

 T. Dunning 

 Georgia Tech has broad, diverse experience with cyberinfrastructure at all levels. 
Conducted a survey of more than 100 researchers. 

 Investment in cyberinfrastructure is needed to provide massive computational power needed 
for simulation, data-centric computing for high-throughput analysis and mining of massive 
datasets, along with networking to support multi-institution, multi-disciplinary research. 

 Four significant challenges were identified: 
– Leveraging Data for New Discoveries. Data from large instruments, which are rapidly 

growing in size, can be analyzed using the traditional approach: data gathering, data 
storing and data analysis. Much research today results in very different types of data 
streams and requires a different type of cyberinfrastructure—distributed data storage, 
data transport, and data analysis, of which the latter may be needed in real time or near 
real time. 

– Reducing Friction at the Interface Between Humans and Technology. New 
architectures, robotic systems and improvements in computing and storage, ranging 
from advanced chip design to new protocols, can help the working scientist, but only if 
he or she can easily use them. As the technology advances, scientists and engineers are 
not always able to take full advantage of the advancements. Need to find ways to make 
it easier for technology advances to positively impact scientific research. 

– Modeling, Simulation and Manufacturing Across Multiple Scales. Modeling and 
simulation are central to our scientific understanding of the world and our ability to 
develop control and optimization technologies. Frequently, science and engineering 
applications are scaled down to fit the available cyberinfrastructure, reducing scientific 
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discovery and innovation. Need more effective ways of dealing with this problem. 
– Rapidly Advancing Biological and Molecular Sciences to Improve Health. A 

fundamental research challenge is to uncover the relationship between molecular 
function and phenotype. Modeling and simulation work at the level of molecular 
dynamics and quantum chemistry can contribute to the solution of this problem as well 
as improve solar cells and advance our understanding of the origins of life. 

 Comments on cyberinfrastructure: 
– Among Georgia Tech researchers who currently use large computational resources, 

there is general concern that they are highly oversubscribed, leading to long queues and 
wait times. More broadly, the perception is a general lack of resources to accommodate 
large simulations due to smaller jobs that require high-throughput computing. 

– The existing cyberinfrastructure is limiting for researchers who need more data-centric 
systems. We must develop new systems that can more efficiently support data intensive 
applications. There are promising technologies for this including modern memory 
hierarchies, GPUs, and other heterogeneous environments. 

– Need to simplify and rationalize the ability for researchers to use public cloud providers. 
– A significant investment in software engineering will be needed to enable researchers 

to leverage the promise offered by existing cyberinfrastructure and emerging new 
architectures. Need to support development of new algorithms better suited to new 
architectures. 

– Low cost, long term, reliable large-scale data storage is a recurring demand from many 
researchers. A sustainable solution could be organized around multi-petabyte storage 
facilities operated by approved public-private consortiums, following common 
guidelines. Another obstacle is the cost and time associated with moving large datasets 
over a wire. We must make continued strategic investments to ensure sufficient network 
bandwidth and speed. 

– Sharing and disseminating datasets while ensuring security and compliance is a major 
concern among researchers. Multi-institution and multidisciplinary research 
collaborations tend to be quickly hampered by security and compliance requirements. 

– There is a barrier to testing radical new architectures “beyond Moore’s Law” (e.g. 
massively many-core, memory-centric compute, neuromorphic, quantum computing, 
FPGA, open-source hardware, moving the compute to the data) at scale. A carefully 
developed proving ground, which would allow for experimentation and tolerate a higher 
risk of failure would be a welcome addition to the national conversation and could 
provide an on-ramp to encourage rapid adoption of promising disruptive technologies. 

– One of the greatest risks to our current cyberinfrastructure is that it will become virtually 
unusable due to a lack of researchers and staff with an appropriate background in both 
the technology and the science. Need to place a strong emphasis on the importance of 
investing in the human capital that operates research cyberinfrastructure, and also 
investment in various forms of support to researchers. 
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 G. Jacobs 

 Very extensive, very detailed report from an institution with great experience and 
investment in CI – major risks are in ability to meet the workforce demand and lack of a 
sustainable funding model.  Use this as a model for recommendations.  

 Major challenges: Leveraging data; replacing human factors with robots – i.e., to maintain 
code through AI and machine learning,   Difficulty with scientists to stay on top of emerging 
technologies. 

 CI needs to support identified grand challenges: Multi-purpose research cyberinfrastructure 
– to support multiple types of computing needs – HPC, HTC and interactive computing.  
National scale resources don’t always work well for this.  

 Public private partnerships with Amazon, Azure, Google cloud – essential for scientists to 
move to these resources on demand. 

 Legacy code does not port well to new architectures – need programs to re-write algorithms.   

 Large scale storage and sharing is a challenges – security is not well addressed for this data. 
Continuous investment in cybersecurity is essential.  

 Workforce development in software engineering is lacking and talented individuals move 
to industry for better jobs. 
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Reference Number 

229 

NSF Directorate(s)/Division(s) 

BIO MPS   

Author(s)/Affiliation(s) 

C. LaPlante, North Carolina State University 
M. Becchi, North Carolina State University 
C. Williams, North Carolina State University 
M. Elting, North Carolina State University 

Title 

A High-Performance Computing Workflow for Quantitative Microscopy Data 

Main Points 

 M. Hildreth 

 An efficient pipeline that allows for the processing, analysis, visualization, and sharing of 
large datasets generated by single molecule localization microscopy among highly 
interdisciplinary groups is needed. 

 High speed computational algorithms and hardware-optimized (GPU-based?) 
computational pipelines to render thousands frames into individual images is needed for 
several different microscopic techniques. 

 A shared, searchable storage system for large image datasets would be very beneficial. 

 This work can easily be extended to a training ground for biology students. 

 H. Berman 

 There is a need to develop a flexible and high performance computing pipeline that reduces 
the time from acquisition to the availability of results. 

 There needs to be a data analysis and storage facility that is globally available. 

 Create a collaborative network to implement the required infrastructure. This would also 
create opportunities for training. 
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Reference Number 

231 

NSF Directorate(s)/Division(s) 

CISE    

Author(s)/Affiliation(s) 

J. Rao, University of Texas at Arlington 
H. Jiang, University of Texas at Arlington 
S. Jiang, University of Texas at Arlington 
H. Che, University of Texas at Arlington 

Title 

Towards Open Programmable Cyberinfrastructure via Serverless Cloud Computing 

Main Points 

 T. Dunning 

 Advances of data-driven science have made cyberinfrastructure a critical platform for 
collecting, processing, and analyzing massive amounts of social, biomedical, commercial, 
and physical data. The complexity of big data, including its sheer volume, high velocity, 
and large variety, poses challenges to building future cyberinfrastructure for effective and 
efficient data analytics. 

 Open programmability is the key to enabling data-driven innovations in different research 
fields with a cyberinfrastructure designed on a container-based serverless computing model.  

 Moving data to external clouds or sharing it among departments on campus may not be 
possible if security and privacy issues on sensitive data are not addressed. 

 Future cyberinfrastructure will be a federation of heterogeneous computing devices and data 
repositories, each managed by an autonomous organization. The cyberinfrastructure will be 
loosely coupled in structure but must present users with unified data and resource 
abstractions. 

 The future cyberinfrastructure needs to be built on microservices or serverless computing 
based on feather-like container-based cloud computing. 

 D. Bader 

 Challenges exist in data-driven research due to volume, heterogeneity, computational 
complexity, lack of programmability, quality of service, and security/privacy concerns. 

 Cyberinfrastructure must reply on an integrated software and hardware design for data and 
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resource virtualization.  

 More effort should be given to leverage commercial cloud service models, function-as-a-
service, and to support microservices or serverless computing. 
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Reference Number 

232 

NSF Directorate(s)/Division(s) 

CISE BIO   

Author(s)/Affiliation(s) 

J. Zhao, Tennessee State University 
S. Zhao, Tennessee State University 

Title 

Towards Real Time Streaming Data Analytics 

Main Points 

 T. Agerwala 

 Need large real-time cyberinfrastructure, that is fast, scalable and fault tolerant to address 
data aggregation and analysis challenges in, for example, next generation large science 
experiment. Need development of software for data analysis and interpretation. 

 Need specialized “modules” to address concept drift. 

 Need to train the next generation of scientific data experts and scientific software engineers 
who can interact with science domain experts. 

 D. Bader 

 With Internet of Things, we need cyberinfrastructure that can accommodate streaming data 
aggregated from geographically disparate real-time sources. 

 Fast, scalable fault-tolerant infrastructure is needed for real-time analyses of streaming data. 

 Training is needed for cross-disciplinary scientists who bridge between data and domain 
science. 
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Reference Number 

233 

NSF Directorate(s)/Division(s) 

ENG BIO   

Author(s)/Affiliation(s) 

D. Lampert, Oklahoma State University 

Title 

Incorporating Advanced Computing and Cyberinfrastructure into Environmental and Water 
Resources Engineering 

Main Points 

 R. Loft 

 “There is a critical need for adoption of novel algorithms, workflow practices, and open 
source models within the environmental and water resources engineering community.” 

 Recommendation 
– “Cyberinfrastructure is needed to support big data analytics to enhance the 

sustainability and security of water and energy systems.” 
– “Databases of mass and energy flow for unit process are essential for [Life Cycle 

Assessments] LCA, but the most widely used tools (SimaPro) are commercial.” 
– “The development of desalination technologies and other water treatment approaches 

would benefit greatly from an open source tool.” 
– “Because of the current shortages in the application of advanced cyberinfrastructure, 

significant educational and workforce development will be needed.” [Editors Italics] 

 G. Jacobs 

 This discipline has lagged behind others in the adoption of key CI resources and research 
trends. Dependence on old codes, proprietary software, and lack of reproducible models are 
slowing the field. 

 Areas of need include: advanced algorithms to simulate the behavior of water systems, open 
source computing tools, a computationally proficient workforce, and consistent, robust 
datasets. 

 A culture of open source software development is needed to facilitate knowledge transfer, 
address challenges in maintenance of legacy codes, and increase the reproducibility of 
studies. 
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 An educational workforce must also be trained to incorporate computational thinking into 
the curriculum. 

  



Summaries of CI2030 Responses 

101 

 

Reference Number 

235 

NSF Directorate(s)/Division(s) 

MPS/PHYS MPS/AST CISE  

Author(s)/Affiliation(s) 

E. Blucher, University of Chicago 
J. Carlstrom, University of Chicago 
R. Gardner, University of Chicago 
L. Grandi, University of Chicago 
Y-K. Kim, University of Chicago 
D. Miller, University of Chicago 
M. Oreglia, University of Chicago 
J. Pilcher, University of Chicago 
D. Schmitz, University of Chicago 
M. Shochet, University of Chicago 
S. Wakely, University of Chicago 

Title 

Cyberinfrastructure Enabling Measurement and Discovery at the Energy, Intensity, and Cosmic 
Frontiers 

Main Points 

 M. Hildreth 

 The science of medium and large-scale collaborative projects requires computation, storage, 
networking, and advanced services that span shared resources at international, national, 
regional, and institutional levels. The resources of a given institution are not sufficient. 

 The collaborative nature of these projects requires tools and mechanisms for sharing and 
combining data and resources at a global scale. 

 A global shared infrastructure that enables big science can also enable medium and small- 
scale science, or even the individual investigator, if the access methods are simple enough.  
(e.g., OSG, OSG Connect). 

 Significant challenges to software and infrastructure development are presented by the data 
rates of the high-luminosity LHC and the anticipated heterogeneity of future computing 
platforms; these advances will filter down to other science. 

 Automated orchestration of resources at all scales will likely be necessary to satisfy the 
needs for future computation. 
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 G. Jacobs 

 Needs: Considerations for sustainable software R&D for trigger processing, detector 
simulation, event reconstruction, visualization, data access and management, workflow and 
resource management, data analysis and interpretation, data and software preservation, 
scalable platforms for machine learning-based analyses, security and access control, 
workforce development (careers, staffing and training), and new parallel frameworks to take 
advantage of the increasing heterogeneity of the hardware platforms. 

 High capacity networks have been fundamental to the success of LHC, XENON1T, SPT-
3G and VERITAS computing to date. The continued success of each of these scientific 
programs will inevitably necessitate more capabilities such that software defined 
ecosystems can be easily created and destroyed as driven by science workflow requirements 
Researchers at our university require global connectivity. Devices, facilities, resources and 
collaborators are distributed everywhere. 

 As in existing computing models and infrastructure, opportunistically leveraging non-
dedicated resources provided by third-parties will be necessary to fulfill resource 
requirements.  

 ACI supporting data curation and software (and operating system platform) preservation 
associated with scientific results is necessary for data and knowledge stewardship. Analysis 
reproducibility and extension when new datasets become available, and from one generation 
of students to the next, are capabilities we see as essential for advancing the research goals 
within our respective domains. New methods which capture the provenance of datasets, 
software dependencies, run time environments, and associated orchestrated workflows need 
to be adapted to our group, departmental, and university-wide systems.  
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Reference Number 

236 

NSF Directorate(s)/Division(s) 

SBE    

Author(s)/Affiliation(s) 

G. Holton, University of Hawaii at Monoa 

Title 

Addressing the Collection Management Bottleneck to Facilitate a More Data-driven Science of 
Linguistics 

Main Points 

 G. Jacobs 

 A significant bottleneck remains in moving linguistic data from the point of collection to a 
data repository where the data can be accessed by a wider user community. 

 Current approaches to data management suffer from the lack of any standard of practice 
within the field. Ad hoc methods, limited uptake of tools, and delays between acquisition 
and storage plague the field. 

 A collection management framework for linguistics will facilitate an entirely novel and 
innovative approach to understanding human language. 

 S. Ruggles 

 The major bottleneck is lack of a reference data repository that researchers can easily 
contribute to. 

 Need standards and tools for moving data from the field to a shared repository. 
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Reference Number 

237 

NSF Directorate(s)/Division(s) 

MPS/AST    

Author(s)/Affiliation(s) 

A. Bolton, National Optical Astronomy Observatory 
S. Berukoff, National Solar Observatory 
F. Economou, Large Synoptic Survey Telescope 
D. Liska, Space Telescope Science Institute 
A. Smith, Space Telescope Science Institute 
J. Turner, Gemini Observatory 

Title 

Cyberinfrastructure for Data-Intensive Survey Astronomy 

Main Points 

 M. Hildreth 

 From AURA. The current and future astronomical projects (DES, DESI, LSST, WFIRST, 
DKIST, etc.) will generate 10-100s of PB of data that must be archived, preserved, 
processed, and shared. 

 Computation includes user analysis and the application of science pipelines for the initial 
processing and future re-processing of data. Significant computational power is required, 
and a diversity and flexibility of computing similar to analysis at the LHC will be necessary. 

 On-site computing resources will not be sufficient. Distributed or cloud-based computation 
will be necessary, implying advances in networking capabilities. 

 Need for the development of a computationally-advanced workforce to build and operate 
these systems. 

 G. Jacobs 

 At the most basic level, these data sets pose a significant challenge of data archiving and 
preservation. Federally funded astronomical centers have a mission to provide long-term 
stewardship of large, scientifically valuable data sets over very long time horizons. This 
mission is traditionally accomplished with on-premises storage systems that are maintained 
and renewed as part of each center’s operating program.  

 Operational pipelining for major survey projects therefore requires the hosting data center 
to provide clustered computing resources that support complex processing workflows 
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involving: (1) coordination with inbound data transfer from remote observatories; (2) on-
demand computing capacity for time-critical pipelining of new data; (3) deep and 
customized software dependency stacks; (4) wrapping and large-scale execution of 
scientist-contributed code that may not adhere to best coding practices; (5) I/O-intensive 
processing steps; (6) continuous integration across development, testing, integration, and 
operations environments and activities; (7) scalable capacity for periodic bulk reprocessing 
of the entire accumulated survey data set; and (8) integration with survey-specific systems 
and practices for the management of input, intermediate, and output data. Taken together, 
these considerations impose both a set of technical requirements, and the necessity for a 
close working relationship between cyberinfrastructure providers and survey data 
pipelining teams. 

 The size of present and future astronomical survey data sets will require further advances 
in high-speed networking infrastructure, transfer of petascale data sets between major 
archiving, processing, analysis, and distribution centers will necessarily become routine. 
And, if computing and storage costs continue to decrease to the point that campus- and 
research group-level centers can host their own petascale archives and analysis clusters at 
reasonable cost, requests to “just give me all the data” will become more routine, and will 
be limited by network capacity.  

 As the nature of astronomical research evolves to rely increasingly on large surveys and 
associated data-intensive research modes, the need for stable long-term career paths in 
scientific software development is increasing as well. The NSF can recognize this 
importance both through its grant programs and in the scientific software workforce that is 
employed at NSF-funded centers and facilities.  
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Reference Number 

238 

NSF Directorate(s)/Division(s) 

CISE/OCI    

Author(s)/Affiliation(s) 

J. Towns, University of Illinois at Urbana-Champaign (NCSA) 
N. Wilkins-Diehr, University of California, San Diego (SDSC) 
G. Peterson, University of Tennessee (NICS) 
R. Rosskies, University of Pittsburgh (PSC) 
K. Gaither, University of Texas at Austin (TACC) 
D. Hart, NCAR 
D. Lifka, Cornell University (CRC) 
R. Payne, University of Illinois at Urbana-Champaign (NCSA) 
D. Stanzione, University of Texas at Austin (TACC) 

Title 

Harmonizing Critical Elements of the CI Ecosystem: People, Resources, Services, Software, 
Research 

Main Points 

 R. Loft 

 “In any planning for cyberinfrastructure, the desire for tomorrow’s innovative 
cyberinfrastructure technologies must be balanced against the need and demand for 
available, best-of-breed cyberinfrastructure capabilities and capacities for today’s research 
needs.” 

 “Access to advanced technical staff is a critical element to an effective cyberinfrastructure 
environment.” 

 “[I]t is necessary not only to foster the professionalization of the CI workforce, but also to 
put significant effort into developing programs at universities and colleges that will produce 
the future workforce that will be needed.” 

 Recommendation: 
– “[T]here needs to be a way to review proposals for storing data, and for how long.” 
– NSF should host a workshop on data policies to provide solutions or guidance to 

questions like: (a) What data should be preserved? (b) How should decisions about what 
data should be preserved be made? (b) Given that grant funds cannot be used to support 
preservation of data past the end of the award period, how do the infrastructure and 
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services necessary get paid for? How should the open data access directive from the 
Office of Science and Technology Policy be interpreted and translated into policies and 
practices for data produced by NSF-supported research? 

 G. Jacobs 

 There a need for comprehensive cyberinfrastructure composed of heterogeneous digital 
resources leveraging the aggregate expertise of a small number of leading institutions, each 
with its own unique human talent and approaches to addressing community needs. 

 The community needs a coherent policy from NSF regarding long-term storage of data. To 
date, there is no simple accepted mechanism for a PI to request funding for storage of data 
for the duration of a grant, and no way to assure continued storage after the expiration of 
the grant. 

 For both compute and storage resources, NSF should be developing five-year roadmaps, to 
be revisited and updated each year, outlining its expected financial investments. 

 
  



Summaries of CI2030 Responses 

108 

 

Reference Number 

239 

NSF Directorate(s)/Division(s) 

BIO CISE   

Author(s)/Affiliation(s) 

M. Browning, University of Illinois at Urbana-Champaign 
R. Aldunate, University of Illinois at Urbana-Champaign 
I. Foster, University of Illinois at Urbana-Champaign 
M. Cragin, Midwest Big Data Hub 

Title 

Advanced Cyberinfrastructure for Health Care Data 

Main Points 

 H. Berman 

 Create a Health Claim Cyberinfrastructure that would allow the analysis of medical claims 
for the purpose of large-scale data analysis. 

 Health claims records have advantages over medical records. 

 HCC could leverage available CI resources. 

 S. Ruggles 

 There are vast collections of administrative health records, but they are difficult or 
impossible to use. 

 Metadata standards are necessary to enable integration of datasets coming from different 
health insurance companies. 

 Infrastructure should also include visualization and analysis capabilities. 
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Reference Number 

240 

NSF Directorate(s)/Division(s) 

GEO    

Author(s)/Affiliation(s) 

J-F. Lamarque, National Center for Atmospheric Research 
R. Loft, National Center for Atmospheric Research 
M. Vertenstein, National Center for Atmospheric Research 
L. Donner, Geophysical Fluid Dynamics Laboratory 

Title 

High-resolution Earth System Modeling 

Main Points 

 T. Dunning 

 This response focuses on the computational and data requirements and challenges faced by 
the Climate Modeling Enterprise (CME). 

 Climate modeling 
– Earth System Models (ESMs) are complex multiscale, multi-physics software systems 

developed over decades through the collaboration of many institutions. With low 
floating point intensity and the need for high throughput rates, as measured by simulated 
years per day, ESMs are problematic for current post-Dennard-scaling computer 
architecture. 

– Climate modeling is data intensive, especially on the model output side, and this creates 
a significant analysis performance issue for extant systems. 

– Coupled-climate model development is a lengthy, complex, and costly process. 
Managing the rapidly changing and complex ESM software is itself a grand challenge. 
ESM developers face requirements for modularity, maintainability, bit-for-bit 
reproducibility, performance portability, and scaling from laptops to the largest 
supercomputers available. 

 Cyberinfrastructure considerations 
– Recommended that NSF focus a sizeable fraction of its HPC CI investments on one or 

more systems designed to support an important set of use cases by fostering the 
development of an integrated simulation-analysis HPC architecture, i.e. one that focuses 
on providing: 1) a large, stable simulation system composed of multi-core processors; 
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2) a tightly coupled analysis system; and 3) a tiered storage system with an integrated 
“hot” tier of storage using low-latency storage technologies. 

– Recommended that the NSF support the exploration novel statistical, machine learning, 
and deep learning applications in conjunction with this strategy, so that these new 
approaches can be evaluated, and where appropriate, incorporated into workflows on 
the integrated platforms. 

– Difficult to find suitable job candidates with the unique combination of mathematical, 
scientific and computational skills to contribute to the CME. 

– Need to put additional stress on diversity, which is deemed critical to the success of the 
CME. 

 G. Jacobs 

 Managing the rapidly changing and complex ESM software is itself a grand challenge. ESM 
developers face requirements for modularity, maintainability, bit-for-bit reproducibility, 
performance portability, and scaling from laptops to the largest supercomputers available. 

 The current trends in computing architectures best support weakly-scalable workloads with 
high floating point intensity (FPI) - the opposite of what is required by the CME’s Earth 
System Models. Thus ESMs are most sensitive to memory bandwidth and interconnect 
latency. HPC architectures design trends that further add flops/byte are unhelpful to low 
computational intensity codes. Most of the performance advantages currently seen in GPUs 
and Intel Xeon Phi systems running meteorological workloads come from the higher 
memory bandwidth of such processors, either from GDDR or more recently from stacked, 
high bandwidth memory (HBM) deployed with them.  

 An approach might be to increase funding of algorithmic innovations - for example, more 
effective time integration techniques, replacing model parameterizations with machine 
learning encoders or, alternatively, by exploring reduced precision physics.   

 Much of the increasingly complex functionality of today's models is expressed in code logic. 
Modifications to code functionality (e.g., parameterization sequencing) are difficult, error 
prone, and results in a new model to maintain.  

 Needs: 1) the need for customizing system architectures for science and engineering 
applications with similar computational and data analysis requirements; 2) workforce 
development issues surrounding scientific supercomputing; and 3) the importance of 
diversity initiatives in computational science as a way of combating a growing “digital 
divide” and lack of inclusion in computational science fields.  

 Finally, the NSF should focus on programs for supercomputing and related disciplines that 
go far beyond head counts, to ones that track and encourage the long term inclusion of 
diverse groups in the workplace. These efforts should include both qualitative and 
quantitative metrics of diversity over time measured for various types of diversity programs 
and institutions, providing a means of distinguishing effective programs from ineffective 
ones and superficial from substantive institutional change. 
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Reference Number 

241 

NSF Directorate(s)/Division(s) 

CISE    

Author(s)/Affiliation(s) 

J. Towns, University of Illinois at Urbana-Champaign (NCSA) 
R. Hanisch, National Institute of Science and Technology and National Data Service Consortium 
I. Foster, University of Chicago and Argonne National Laboratory 
C. Kirkpatrick, University of California, San Diego (SDSC) and National Data Service 
Consortium 

Title 

Federated, Interoperable, and Integrated National-scale Data Services as Part of the National 
Cyberinfrastructure Ecosystem 

Main Points 

 S. Ruggles 

 Open, sharable data are essential for advancement of science. 

 There is an unmet need for data repositories in many domains 

 Repositories should be federated to enable interdisciplinary discovery and access. 

 G. Jacobs 

 Some communities are making progress in developing discipline-specific data services, the 
US and international scientific communities lack a framework and unified services for 
storing, sharing, and publishing data; locating data; and verifying data. Also lacking are 
standard means of accessing data, software, tools, metadata, and other project materials.  

 The nation must develop and deploy an initial framework for a set of core “foundational” 
services including: data service integrators to permit the rapid, robust, and secure integration 
of new storage resources (and data stored within those storage resources) into the national 
infrastructure a unified, searchable front end and data browser for all data supported by the 
infrastructure comprehensive federated identity and group management easy-to-use data 
publishing tools to create and publish data objects that may support traditional publications, 
create citable data sets, and/or facilitate author-defined collaborations and a recommender 
service national data storage facilities to supplement federated data capacities.  

 NSF should consider providing long-term support for the deposition and curation of the data 
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assets that derive from its investment in basic research. Data repositories that are organized 
by research domain, but federated to enable interdisciplinary discovery and access, are an 
economically modest solution that would assure long-term preservation. Coupled with 
cyberinfrastructure that supports research collaboration throughout the data lifecycle, we 
would have a research ecosystem in which challenges such as reproducibility could be 
openly addressed and resolved.  
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Reference Number 

242 

NSF Directorate(s)/Division(s) 

MPS/PHYS MPS/AST   

Author(s)/Affiliation(s) 

A. Carballido, Baylor University 
L. Matthews, Baylor University 

Title 

Fluids and Plasmas Across Disciplines 

Main Points 

 T. Dunning 

 Computational plasma physics and fluid dynamics have found applications in astrophysics 
and planetary sciences. Although all these disciplines share common themes, the numerical 
tools used in each discipline can be quite different because of the high level of 
specialization. 

 Central repositories of codes that can be easily modified by researchers would be greatly 
beneficial for all these disciplines. The availability of standard, validated algorithms to the 
plasma science, astrophysics, planetary science and other communities would be hugely 
beneficial 

 Central repositories for data sets are also needed. 

 Need courses to increase computer literacy among students and researchers, to enable them 
to make use of the latest computing technologies, e.g., GPUs. 

 G. Jacobs 

 Needs: a central repository for data sets and codes that fluid dynamicists and plasma 
physicists could easily access.  

 Develop courses aimed at spreading computer literacy among students and researchers, who 
would be able to learn the latest in computing resources (for example, GPU programming). 
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Reference Number 

243 

NSF Directorate(s)/Division(s) 

GEO    

Author(s)/Affiliation(s) 

J. Williams, University of Wisconsin–Madison 
S. Goring, University of Wisconsin–Madison 
J. Emile-Geay, University of Southern California 
D. Fils, Consortium of Ocean Leadership 
E. Grimm, University of Minnesota 
K. Lehnert, Columbia University 
N. McKay, Northern Arizona University 
A. Myrbo, University of Minnesota 
A. Noren, University of Minnesota 
L. P. Boush, University of Connecticut 
S. Peters, University of Wisconsin–Madison 
B. Singer, University of Wisconsin–Madison 
M. Uhen, George Mason University 

Title 

Cyberinfrastructure in the Paleosciences: Mobilizing Long-Tail Data, Building Distributed 
Community Infrastructure, Empowering Individual Geoscientists 

Main Points 

 T. Dunning 

 Paleogeodata enables an understanding of how the Earth-Life system responds to and 
recovers from large perturbations to the global carbon cycle, biodiversity, climates, 
cryosphere, and hydrosphere. Temporal scales range from 101 to 109 years. 

 The grand informatics challenge is to organize and mobilize billions of observations 
distributed across space, time, disciplines, and institutions, so that all of the relevant data 
can be brought to bear on any time, place, or process. 

 The emerging cyberinfrastructure model is a distributed, federated network of resources and 
services, each curating and advancing a particular kind of knowledge. 

 Community Curated Data Repositories (CCDRs) have repeatedly emerged as geoscientists 
unite to gather and share data in response to common, broad-scale research questions. Key 
challenges include reducing data friction by: 
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– Developing scientific workflows, structured vocabularies, semantic frameworks, and 
data-tagging systems to pass data and metadata seamlessly within and among 
community resources. 

– Developing automated data-mining systems for extracting information from 
unstructured data in the scientific literature. 

– Support the long-term sustainability of existing community cyberinfrastructure 
resources and the grassroots development of community informatics resources for sub-
disciplines that lack data sharing systems. 

– Launch funded data mobilization campaigns to unlock existing data relevant to high-
priority scientific research questions. 

– Develop and train a distributed scientific workforce, for both early career scientists and 
current practitioners. 

– Establish a National Center for Paleodata Synthesis to coordinate activities among 
individual geoscientists and the federation of CCDRs and sample repositories, promote 
community best-practices and data standards, and develop education and scientific 
workforce training initiatives. 

 Sample repositories curate physical specimens and recent initiatives have focused on 
digitizing collections (iDigBio, iDigPaleo), develop persistent and unique sample identifiers 
(IGSNs), and establishing provenance systems for linking samples to measurements (Open 
Core Data). 

 G. Jacobs 

 Needs: a distributed, federated network of resources, with community curated data 
repositories (CCDRs), physical sample repositories, individual geoscientists, the scientific 
literature, and networking/coordination efforts.  

 1) Long-term investments in the human capital necessary to develop and sustain 
community-curated data resources (CCDRs), 2) Data mobilization campaigns targeted to 
high-priority research questions, 3) Scientific workforce training at all career stages, 4) 
Reduced data friction via integrated data handling systems from field collection to 
measurement, paper publication, and data publication, 5) Automated data-mining systems 
for extracting information from unstructured sources, 6) A National Center for Paleodata 
Synthesis to accelerate and coordinate the above global-scale science and informatic 
activities. 

 Based on the above, we argue that for our community, the most productive scientific return 
on NSF cyberinfrastructure investments over the next decade will come from distributed, 
meso-scale investments, with the following six priority areas: 1. Reduce data friction by 
developing scientific workflows, structured vocabularies, semantic frameworks, and data-
tagging systems to pass data and metadata seamlessly within and among community 
resources. (Sect.2.3) 2. Develop automated data-mining systems for extracting information 
from unstructured data in the scientific literature (Sect.2.4). 3. Support the long-term 
sustainability of existing community cyberinfrastructure resources (Sect.3.1) and the 
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grassroots development of community informatics resources for sub-disciplines that lack 
data sharing systems. (Sect.3.2). 4. Launch funded data mobilization campaigns to unlock 
existing data relevant to high-priority scientific research questions (Sect.3.3). 5. Develop 
and train a distributed scientific workforce, for both early career scientists and current 
practitioners (Sect.3.4). 6. Establish a National Center for Paleodata Synthesis to coordinate 
activities among individual geoscientists and the federation of CCDRs and sample 
repositories, promote community best-practices and data standards, and develop education 
and scientific workforce training. 
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Reference Number 

244 

NSF Directorate(s)/Division(s) 

EHR    

Author(s)/Affiliation(s) 

N. Heffernan, Worcester Polytechnic Institute 
K. Ostrow, Worcester Polytechnic Institute 

Title 

Moving the Goalposts: Educational Research At Scale 

Main Points 

 T. Dunning 

 The gold standard in determining causality, the randomized controlled experiment, has been 
difficult and costly to conduct in real-world classrooms and positive implications for 
educational practice have been rarely observed. 

 Online learning platforms have the potential to strengthen and scale the processes involved 
in educational research as these platforms can automate randomization at the student level, 
delivering different content to students in the same classroom. 

  The ASSISTments TestBed, a shared tool for researchers conducting randomized 
controlled experiments within authentic learning environments, was recently realized 
through an NSF SI2 grant. The authors call on colleagues in the field to similarly support 
and supplement educational technologies with the capacity for sound, collaborative science. 

 There is a need for open-science studies in the educational field, but ways must be found to 
maintain student privacy. 

 G. Jacobs  

 Needs: infuse educational technologies and popular learning platforms with the 
cyberinfrastructure required for sound, collaborative research at scale. Infusing popular 
learning platforms with the capacity to support collaborative research environments has the 
potential to lower the stakes of educational research by drastically reducing costs, promoting 
validated universal measures of achievement, and assisting researchers through the process 
of designing, implementing, and analyzing experiments conducted at scale within real-
world classrooms. 

 We argue that to get the most out of educational technologies, learning platforms must be 
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revolutionized into shared scientific instruments. 

 Systemic change will stem from a revolution in thought surrounding the value of technology 
based learning applications. Infusing pre-existing learning technologies with the 
cyberinfrastructure required to support randomized controlled experimentation is the first 
step in kick starting this revolution. Systems like ASSISTments can provide researchers 
with access to an extensive and diverse subject pool, an automated fine-grained logging of 
educational data, validated measures of student learning and affect, and automated data 
reporting and analysis to tackle the high stakes nature of typical education research. 
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Reference Number 

245 

NSF Directorate(s)/Division(s) 

CISE/OCI    

Author(s)/Affiliation(s) 

L. Cornett, EPSCoR/IDeA Foundation 

Title 

Advanced Cyberinfrastructure Needs to Support Science and Engineering Research in NSF 
EPSCoR Jurisdictions 

Main Points 

 G. Jacobs 

 Data-intensive science requires a continuum of technology and support stretching from data 
collection and input, through model development and validation, to data analytics and 
reproducibility. 

 Whatever the mechanism, it is important that major research institutions have affordable 
access to connectivity that will enable them to participate fully in the national research 
community. 

 Every research institution should have a plan for a 100 gigabit connection if it does not 
currently have such and special attention should be given to the states that participate in the 
NSF ESPCoR. 

 NSF should ensure that all grants that could benefit from additional computational and 
networking capacities allow for a contribution to the capacity. Special attention should be 
given to grants made to researchers in the EPSCoR states. 

 T. Dunning 

 Challenges with respect to the uptake and use of CI in EPSCoR/IDeA states are the same 
as and often larger than in other states. 

 Notes that most science and engineering fields benefit from CI and the benefits arising from 
the deployment of sensors across a wide area will advance our understanding of many 
important societal issues from snowmelt to wildfires to ocean currents. 

 Needs: 
– Connectivity to support data flow and access to data. 
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– Access to needed CI resources (e.g., XSEDE, Jetstream) 
– Workforce development 
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Reference Number 

246 

NSF Directorate(s)/Division(s) 

CISE/OCI BIO MPS GEO 

Author(s)/Affiliation(s) 

T. Lance, NYSERNet 

Title 

Reaching Across Boundaries to Shape Future Cyberinfrastructure 

Main Points 

 D. Lifka (Cornell) 

 Provides an overview of NYSERNet’s role in New York State for supporting research; 
NYSERNet is working to bring NY research institutions together and build trust. 

 Challenges: 
– Sharing data and expertise 
– Intellectual property 
– Data ands idea replication (reproducibility) 
– Exploring new areas of research 

 CI Considerations 
– Discusses academic & corporate resources/partnerships. 
– Security issues related to shipping, maintaining, and storing massive data sets is an area 

where catalytic support from NSF could provide great benefit. 

 Other Considerations 
– Workforce development 
– Sustainability – particularly National CI budgets 
– Replicability, integration and reliability of the CI stack 
– Factors behind non-replicable data or experiments: (a) Changes in computing 

(precision, etc.); (b) Changes in instrumentation; (c) Software errors; (d) 
Miscommunication between machines & software; (e) Errors from scaling or 
parallelization; (f) Hidden Biases – (not sure this point was clear); and (g) Human error. 

 G. Jacobs  

 Needs: The research enterprise depends on the health of every regional network. We refer 
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the reader to the excellent Quilt response to this RFI for a national overview of the regional 
networks. Their health is critical to the sustainability of the national R&E transport 
infrastructure. 

 Security needs: The cost of producing some research data has been significant, with LHC 
and LIGO as prime Ransom ware, an unfortunate new term in our lexicon, has largely been 
solved by more frequent copying and distribution. Some data has become extremely 
valuable. Virtually every institution in the NYSERNet community has a chief security 
officer, typically reporting to the president and independent of IT. Security teams at multiple 
institutions share, regularly communicate with technical staff at NYSERNet, and participate 
in REN-ISAC to be better able to anticipate and respond to attacks and breaches. Institutions 
are working with corporate partners, typically under NDA, as new tools are developed. 
Point #1 

 Workforce development: the critical need for “bridging people”, a conclusion reached in a 
joint meeting of academe, industry, and government, a conclusion reaffirmed several times 
since and, we now know, by others as well. Unfortunately, such people do not have an 
academic home so the positions are not sustainable as yet. NSF grants could include a small 
amount of support for such positions, and a request that the institution sustain them in some 
way – university money, or perhaps state workforce development support.  

 Data reproducibility: 1. Changes in computing. 2. Changes in instrumentation. Older data 
may rely on less sensitive instrumentation. 3. Software errors. Any program of even 
moderate complexity has some unintended behaviors. 5. Errors from scaling or 
parallelization. Human error. No matter how careful we are, it happens. A fairly famous 
recent example came in the announcement of cosmic inflation from the South Pole data.  
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Reference Number 

247 

NSF Directorate(s)/Division(s) 

BIO MPS/CHEM   

Author(s)/Affiliation(s) 

K. Merz, University of Michigan 

Title 

Computing Infrastructure for the 21st Century 

Main Points 

 T. Dunning 

 More emphasis should be placed on mid-level infrastructure where 10-20 $5-10 million 
centers are created in a geographically uniform manner across the country where the NSF 
and other federal agencies contribute ~50% of the total cost. Universities and state 
governmental agencies should be leveraged to help defray the cost of these installations 
while also providing the personnel to support the hardware. 

 National network should be upgraded and rationalized to rapidly and securely move massive 
amounts of information; data security should be an absolute priority. 

 Many research projects create and/or use massive amounts of data, which requires that the 
data be interfaced with numerous libraries, databases and storage media. Need to create a 
national infrastructure that has regional data storage nodes connected by a state-of-the art 
high-speed communications network that can take data coming in real-time and map it 
across the country to locations where the data will be analyzed. 

 Several centers should be established that have the latest in quantum hardware capabilities 
along with staff to facilitate researchers to develop algorithms/code into the quantum realm; 
partnerships with companies should be pursued. 

 Training should be a priority. While centralized or video based training is useful, local or 
regional training capabilities where training is offered in a hands-on model should be 
prioritized. If we have learned anything from MOOCs it is face-to-face training outperforms 
web-based training. 

 H. Berman 

 Emphasis needs to be on mid-level infrastructure. Public/private partnerships between the 
federal agencies and Google/Amazon, etc. should be encouraged. 
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 Upgrade the national networking with security being a priority. 

 Create a modern national storage infrastructure to cope with the large and diverse data in 
all areas of science. 
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Reference Number 

248 

NSF Directorate(s)/Division(s) 

EHR    

Author(s)/Affiliation(s) 

R. S. Baker, University of Pennsylvania, International Educational Data Mining Society 
M. Feng, SRI International, International Educational Data Mining Society 
N. Heffernan, Worcester Polytechnic Institute, International Educational Data Mining Society 
C. F. Lynch, North Carolina State University, International Educational Data Mining Society 
S. D’Mello, University of Notre Dame, International Educational Data Mining Society 
J. Stamper, Carnegie Mellon University, International Educational Data Mining Society 

Title 

Research Opportunities and Challenges for Cyberinfrastructure in Education 

Main Points 

 T. Dunning 

 Increasing quantity and quality of data available from online learning has created an 
opportunity for enriching the science of learning and educational practice. 

 Recent work has used automated models of student knowledge, as well as complex models 
of affect, engagement, and self-regulation to study both moment-by-moment learning and 
longitudinal student success. But, work is limited by the available cyberinfrastructure. 

 Enriching facilities for analyzing data that is infeasible to de-identify, and improving 
support for sharing data analysis software has the potential to expand the reach of 
educational data mining and learning analytics research. 

 Key consideration for the future of the science of learning is better resources for building 
capacity and workforce for educational data mining and learning analytics. 

 D. Bader 

 Education in the STEM pipeline is critically important to training the next generation 
workforce to achieve transformational effects on students’ lives and turn major positive 
impacts on American economic competitiveness. 

 Make it possible for a range or researchers to work with data that cannot be fully de-
identified 

 Cyberinfrastructure facilities need to address data use that supports sharing, re-use, and 
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validating models of complex constructs. 
  



Summaries of CI2030 Responses 

128 

 

Reference Number 

249 

NSF Directorate(s)/Division(s) 

CISE/OCI    

Author(s)/Affiliation(s) 

N. Wilkins-Diehr, University of California, San Diego (SDSC) 
M. Zentner, Purdue University 
M. Pierce, Indiana University 
M. Dahan, University of Texas at Austin (TACC) 
K. Lawrence, University of Michigan 
L. Hayden, Elizabeth City State University 

Title 

The Importance of Science Gateways in the Research Landscape 

Main Points 

 T. Dunning 

 Science gateways, also known as virtual research environments, virtual laboratories, or web 
portals, have enhanced the scientific landscape. Gateways connect and facilitate the use of 
disparate components of research cyberinfrastructure — data collections, instruments, 
computational power, and often, most importantly, people. 

 Gateways provide avenues through which many can access top-tier resources and contribute 
to scientific discovery regardless of geographic location or institutional status. 

 Science gateways can amplify investments in other research infrastructure, providing 
interfaces to the diverse, interconnected components of expensive cyberinfrastructure — 
scientific instruments, streaming sensor data, supercomputers, and more. 

 Encourages NSF to continue its support of gateways as well as support even more far-
reaching ideas going forward; for example, broadening the burden of supporting gateways 
through a call to create university gateway centers of excellence. 

 Gateways are an important piece of the educational process and can be used in classrooms 
from high schools to graduate level courses, bringing high-level research capabilities into 
the classroom. 

 R. Loft 

 “Eighty-eight percent of 5000 respondents to a 2014 NSF survey indicated that they depend 
on gateways to conduct their work.” 
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 “Science gateways are often seen as infrastructure … [and therefore] can experience 
significant ongoing funding challenges, yet they increase the utility of other research 
investments, sometimes very significantly.” 

 “Gateways themselves are an important piece of the educational process … and broadens 
the reach of cutting-edge research into the classroom.” 

 Recommendation: 
– “[NSF should] broaden the burden of supporting gateways through a call to create 

university gateway centers of excellence.” 
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Reference Number 

250 

NSF Directorate(s)/Division(s) 

CISE/OCI    

Author(s)/Affiliation(s) 

F. Löffler, Louisiana State University 
D. S. Katz, University of Illinois at Urbana-Champaign 
L. A. Wilson, University of Texas at Austin 
S. Gesing, Notre Dame University 
D. McDougall, University of Texas at Austin 
J. Carver, University of Alabama 
S. R. Brandt, Louisiana State University 

Title 

Research Software Training Initiative: Identifying and Addressing Challenges in Scientific 
Software Development 

Main Points 

 D. Bader 

 Research communities require better ways of capturing software components into 
workflows for specific disciplines. 

 NSF could expand data management plan to ask how software will be developed and 
leveraged effectively. 

 Software use and development is critical for conducting scientific research. 

 G. Jacobs 

 Challenges: (1) low visibility and understanding of the risks of poorly used or poorly 
designed software for science; (2) low recognition of research software contributions (e.g., 
code, documentation, testing, and training) as valuable products for publication, citation, 
and career development; (3) misunderstanding that training others in the best practices in 
sustainable scientific software development would necessarily require new courses that 
must fit in already-full curricula, and thus compete with existing courses. Point #1 

 Improving software could be improved with better review practices: 1. How will project 
participants be trained in the development and/or proper use of software? (e.g., by using 
best software practices in core science courses) 

 2. How does the project assure the usability of the software for the targeted community? 



Summaries of CI2030 Responses 

131 

(e.g., by collecting requirements from the user community and by ensuring that it is actively 
part of the design process. How will software results be tested and validated, by whom? 
How does software support research transparency and reproducibility? (e.g., working with 
software versioning and revision control systems, data repositories)  

 Recommendations: individual institutions must provide training infrastructure, either 
dedicated or deeply integrated into their curriculum. At some institutions this solution is 
already implemented, but we note that progress is slow. Therefore, to promote growth, it is 
necessary for the NSF to incentivize this change by requiring sponsored researchers to 
answer questions that lay out how software will be used and developed in a way that 
produces correct, verifiable, maintainable, and sustainable software.  
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Reference Number 

251 

NSF Directorate(s)/Division(s) 

MPS/PHYS    

Author(s)/Affiliation(s) 

H. Newman, California Institute of Technology 
M. Spiropulu, California Institute of Technology 

Title 

Exascale Ecosystems for 21st Century Global Science 

Main Points 

 T. Agerwala 

 Need new paradigm of “consistent operations” for large science. (Workflow management 
systems are deeply network aware, reactive and proactive, responding to moment-to-
moment feedback on actual versus estimated task progress, state changes of the networks 
and end systems, and a holistic view of workflows with diverse characteristics and 
requirements). 

 Core technologies: Software defined networking, intelligent methods, and machine 
learning. 

 M. Hildreth 

 Advocates for a totally integrated large scale CI, driven by workflow managers that have 
complete control to balance resources that include automated software-designed networks, 
storage systems, and shared computational resources, including all of the DOE and NSF 
leadership-class HPC sites. 

 Proposes High Luminosity LHC as a test case. This would require the conversion of all HEP 
software to run on HPC resources. 

 A potential basis for the architecture is the “consistent operations” concept, where the 
scientific workflow management systems are deeply network aware, reactive and proactive, 
responding to moment-to-moment feedback on actual versus estimated task progress, state 
changes of the networks and end systems, and a holistic view of workflows with diverse 
characteristics and requirements. 
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Reference Number 

252 

NSF Directorate(s)/Division(s) 

CISE/OCI    

Author(s)/Affiliation(s) 

C. Lee, University of Washington 
D. Ribes, University of Washington 

Title 

Capitalizing Formal and Informal Knowledge of CI Development and Sustainability 

Main Points 

 T. Agerwala 

 Need Center of Excellence: (a) Core of an intensive research program into the 
sociotechnical aspects of CI design and sustainability; (b) Serve as a clearinghouse for  
collating and sharing formal and informal expertise – organizational models, best practices, 
lessons learned. 

 Need tools to train domain scientists, data scientists, software developers, and others 
engaged in CI-intensive knowledge creation to think sociologically about how their own 
practices and artifacts affect those of others. 

 OCI well positioned to create such a center. 

 G. Jacobs 

 Needs: a center of excellence that will serve as the core of an intensive research program 
into the sociotechnical aspects of CI design and sustainability, and that will serve as a 
clearinghouse for organizational models, best practices, lessons learned, sustainability 
models, and human-centered design practices.  

 Problem: Domain scientists, data scientists, software developers, and others engaged in CI-
intensive knowledge creation are not trained to recognize collaborative structures and lack 
the tools to think sociologically about how their own practices and artifacts affect those of 
others. Currently CI practitioners have to learn all these lessons the “hard way” or they 
never learn them at all, requiring other people to clean up the mess downstream. We need 
to foster the training of people who cultivate and have the knowledge and skills to map, 
analyze, and guide others through, a complex landscape or organizations and the people and 
things that make them effective. 
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Reference Number 

253 

NSF Directorate(s)/Division(s) 

CISE    

Author(s)/Affiliation(s) 

S. Yu, University of Arkansas at Little Rock 
M. Milanova, University of Arkansas at Little Rock 

Title 

Cloud Multimedia: Real-Time Text, Face and Gesture Recognition using a Mobile-Cloudlet-
Cloud Architecture 

Main Points 

 T. Agerwala 

 Need framework and infrastructure for real-time analysis of multimedia data (voice and 
gesture recognition, biometrics, sentiment analysis, and social relation graph analytics) to 
better detect security threats. 

 Specific proposal to enhance capabilities of a University computational research center – 
the University of Arkansas at Little Rock – with CPU/GPU hardware. 

 G. Jacobs 

 The CRC instruments can perfectly fulfill the requirements of most scientific computing 
tasks that demand large-scale parallel processing over general-purpose CPUs. However, 
they are extremely limited in processing data-intensive tasks such as image processing in 
AR/VR and machine learning algorithms. While GPUs or GPU clusters have been 
pervasively adopted for aforementioned applications, our CRC instruments have NOT yet 
equipped with any GPU. This unbalanced configuration significant constrains the full 
utilization of this highly distributed computing infrastructure. 

 To compensate the limitations of the existing CRC instruments, at least 8 computing servers 
with the following configuration are necessary: • CPU – 4 Xeon processors • GPUs - 4 
NVIDIA TESLA K80 • System Memory - 64 GB DDR System Memory • Storage - 1 TB 
SATA SSD + 3 TB 7200 rpm HDD for Long-term Data Storage  

 Note this response is very specific to a specific research problem. 
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Reference Number 

254 

NSF Directorate(s)/Division(s) 

CISE/OCI    

Author(s)/Affiliation(s) 

B. Rogers, University of Iowa (Research Computing) 

Title 

A Campus Cyberinfrastructure Provider’s Perspective on Future Challenges and Opportunities 

Main Points 

 M. Hildreth 

 Developing and ensuring a stable and rewarding career path for the professional workforce 
that is involved in all facets of cyberinfrastructure is critical. Tools, training, and methods 
that help to cope with the complexity of installed hardware and software both for science 
users and for those administering and supporting cyberinfrastructure will be broadly helpful 
in efficiently realizing the potential of new technologies. 

 Developing sustainable funding models is critical as all disciplines increasingly rely on 
broader and deeper cyberinfrastructure to advance science. 

 Support of a computing ecosystem that scales from the individual PI to leadership class 
facilities is key to continued success. Evolving cyberinfrastructure at both the campus and 
national level to accommodate structured and semi-structured data as well as compatible 
computational platforms will be important, as will the greater support of data derived from 
instruments integrated with computing resources. 

 G. Jacobs 

 Research cyberinfrastructure depends heavily on professional staff. Supporting the 
continued development of this workforce is paramount to the success of future 
cyberinfrastructure initiatives. This should include educational and training programs, 
development of career paths, a strong professional community, and mechanisms to ensure 
continuous periods of stable funding for these individuals. 

 Support of a computing ecosystem that scales from the individual PI to leadership class 
facilities is key to continued success. 

 Support for a national cyberinfrastructure of greater capacity than available on campuses 
remains critical. This national infrastructure should have significant capacity for medium 
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scale computational workloads in addition to meeting the needs of large-scale 
computational scientists.  

 Data is now at least as important as computation. The technology and tools surrounding 
computational environments are more mature than those related to data and the most 
frequent and hardest problems in our campus cyberinfrastructure often involve data and 
storage. Machine learning and artificial intelligence techniques are experiencing a 
renaissance and there is broad interest across disciplines in how to leverage these 
techniques. Supporting these techniques requires different computational infrastructure than 
has generally been deployed.  

 Instruments continue to become more intertwined with research cyberinfrastructure. 
Instrumentation from sensor networks to microscopes to gene sequencers is generating ever 
greater amounts of data and are requiring more complex workflows and data integrations to 
be successful deployed.  
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Reference Number 

255 

NSF Directorate(s)/Division(s) 

BIO SBE GEO  

Author(s)/Affiliation(s) 

P. Li, Pennsylvania State University 
J. Evans, Pennsylvania State University 
V. Honavar, Pennsylvania State University 
G. Cervone, Pennsylvania State University 

Title 

Cyberinfrastructure Needs to Address Science and Engineering Research Challenges 

Main Points 

 T. Agerwala 

 CI for critical and complex problems facing our society, utilizing highly interdisciplinary 
data- and computation-intensive approaches. 

 Need: (a) New tools that incorporate insights from emerging statistical, analysis and 
machine learning approaches; (b) Standard tools, approaches, and frameworks for handling 
big data across different disciplines; end-to-end data management; and (c) Maintain security 
of data, especially on clouds. 

 NSF should: (a) Support training to develop skills needed to use cyberinfrastructure 
effectively; (b) Oversee the use of “restricted data”; (c) Coordinate collaborative community 
endeavors; and (d) Increase agility in planning new cyberinfrastructure related initiatives. 

 G. Jacobs 

 Many fields face the challenge of a data deluge. Advanced analytical tools, algorithms, and 
computational models are imperative for ingesting and analyzing all of the available data. 

 Modeling frameworks that can handle vastly different scales and which can deliver accurate 
predictions in uncertain conditions are computationally intensive and demand personnel 
with a high level of expertise. This increasing level of demand but lack of corresponding 
supply of human expertise is a significant challenge. 

 Standard tools and frameworks that aid collaboration while addressing the demands of 
different types of computational research; streamlining end-to-end data management; and 
ensuring cloud compliance—would allow researchers better to take advantage of massive 
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quantities of available data and perform more accurate and complex simulations. 

 Using restricted data at large academic institutions presents an administrative challenge. 

 A model for employing CI experts is needed that does not lead to “holes” in their funding. 
Institutions can’t afford to provide permanent salaries for all research areas, so a model 
flexible model that allows for a combination of agency and university funding is needed. 
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Reference Number 

256 

NSF Directorate(s)/Division(s) 

GEO    

Author(s)/Affiliation(s) 

B. Applegate, Scripps Institute of Oceanography 
J. Sprintall, Scripps Institute of Oceanography 

Title 

Endorsement of UNOLS/SatNAG submittal to NSF CI 2030 Request for Information 

Main Points 

 R. Loft 

 “The use of oceanographic observatories including “arrays of drones¨, drifters and other 
sensors in the field has increased.” 

 “[O]ur Academic Research Fleet is hamstrung by a significant and fundamental problem: 
the gross inadequacy of internet connectivity at sea.” 

 “Fortunately, a shared-use satellite broadband network for research vessels (HiSeasNet) 
exists to provide outstanding service to our ships, and in fact HiSeasNet has established a 
scalable framework upon which future expanded capability may be built.” 

 Recommendation: 
– “NSF [should] take immediate steps to expand cyberinfrastructure [tenfold] in support 

of research conducted at sea by the US Academic Research Fleet.” 

 G. Jacobs 

 The US Academic Research Fleet (ARF) is hamstrung by a significant and fundamental 
problem: the gross inadequacy of internet connectivity at sea. Modern scientists rely on fast, 
reliable network connectivity to conduct nearly every aspect of the research enterprise, yet 
internet bandwidth aboard US research vessels is woefully inadequate. 

 New investment is needed now to modernize and expand critical cyberinfrastructure to 
support scientists aboard ships in the ARF, with a commitment of ongoing support for 
adequate levels of satellite bandwidth to our research vessels.  

 On behalf of all Scripps seagoing scientists, We ask that NSF take immediate steps to 
expand cyberinfrastructure in support of research conducted at sea by the US ARF. 
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Reference Number 

257 

NSF Directorate(s)/Division(s) 

All    

Author(s)/Affiliation(s) 

V. Stodden, University of Illinois at Urbana-Champaign 

Title 

CI is Now Central to NSF Funded Discoveries and Would Benefit from a Specialized CI Review 
Process 

Main Points 

 D. Bader 

 Review criteria for cyberinfrastructure proposals should be different from criteria used for 
research proposals.  

 Consideration should be given as to the computational reproducibility of published findings, 
and for others to verify and build on top of these results. 

 We need “experiment definition environments” for capturing today’s disconnected tools for 
cyberinfrastructure to capture the discovery and scientific process. 

 G. Jacobs 

 The typical computational research project uses a variety of disconnected tools to derive 
claims and findings: ranging from email and dropbox, to advanced computing resources at 
TACC and the University of Illinois at Urbana Champaign, for example.  

 Repositories are emerging but a concerted effort to meet the repository needs for the 
different domains and communities is important for preservation of the scholarly record, 
broad and open access to scientific findings, and the independent 
reproducibility/verification of the findings themselves.  

 Research is needed in the *science of reproducibility* to better understand the challenges 
facing the development of scientific CI and allow for effective usable solutions. It is 
important to involve all relevant stakeholders in these efforts, and important to ensure that 
scientific products, for example code, data, or other artifacts such as workflows, are 
accessible and usable by the research community (broadly understood) to facilitate research 
and cross-pollination of ideas and methodologies in research. 

 NSF is not well-positioned to take on long-term sustainability commitments of CI, however 
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this gap needs to be filled in a responsible way. Funding for sustainability can come from a 
variety of different sources (for example institutions, external third parties) but the scientific 
community is best positioned to provide oversight of the development and maintenance of 
the scientific CI system and its products.  
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Reference Number 

258 

NSF Directorate(s)/Division(s) 

CISE/OCI    

Author(s)/Affiliation(s) 

D. Jennewein, University of South Dakota 

Title 

South Dakota: On the Frontier of Cyberinfrastructure Deployment 

Main Points 

 D. Lifka (Cornell) 

 Supports CI in South Dakota by: 
– Promoting education and facilitation in a manner accessible to rural isolated research 

communities. 
– Funding infrastructure aimed at distributed big data movement and analysis. 

 Research Interests 
– Value-added agriculture and agribusiness 
– Energy and environment 
– Materials & advanced manufacturing 
– Human Health and nutrition 
– Information technology/cyber security/information assurance 

 Required CI 
– South Dakota is an EPSCoR state where infrastructure for computing and data-enabled 

research is continuing to emerge. Both researcher literacy in advanced CI and 
Information Technology organization literacy in scientific domains are unmet needs. 

– Single largest gap in South Dakota’s CI is expertise and facilitation. Small population 
distributed over a large geographic region requires distance learning and professional 
development technology. 

– South Dakota has a strong network of technical and vocational schools – a strong 
pipeline for HPC administrators and other CI professionals. 

– Next largest hole is advanced networking for big data movement. Programs specifically 
funding connectivity for rural states are vital as it will enable data movement, analysis 
and discovery otherwise not possible. 
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 G. Jacobs 

 The single largest gap in South Dakota’s cyberinfrastructure is expertise and facilitation. 
South Dakota universities primarily support research computing with traditionally 
enterprise-focused IT organizations that do not (yet) have a long history of direct 
collaboration with researchers. Online workshops, webinars, and learning materials 
covering CI literacy for researchers and CI development and support for IT organizations 
would help bridge this gap. 

 Underlying this lack of expertise and facilitation is South Dakota’s small population 
distributed over a large geographic region that makes distance learning and professional 
development technology vital. Travel to leading CI centers for professional development or 
training is often financially prohibitive and psychologically intimidating in a region where 
many have never traveled out of the state.  

 The next largest hole in South Dakota’s Cyberinfrastructure is advanced networking for big 
data movement. South Dakota’s Research, Education, and Economic Development (REED) 
network was established in 2008 and connects the state’s higher education institutions at 
10Gb. It was one of the last state higher education networks to implement a 10G based 
network. In 2010 SD partnered with North Dakota and won a grant award to connect the 
REED network to the Northern Tier. The improved network has helped in many areas 
including winning grants from NSF and other organizations.  
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Reference Number 

259 

NSF Directorate(s)/Division(s) 

CISE/OCI    

Author(s)/Affiliation(s) 

L. Arafune, Coalition of Academic Scientific Computation (CASC) 

Title 

Coalition for Academic Scientific Computation (CASC) Response to NSF RFI 

Main Points 

 T. Dunning 

 Branscomb pyramid is still a valid model of computational resources, including cloud 
computing, and should continue to play a major part in shaping the computing ecosystem. 

 Developing and ensuring a stable and rewarding career path for the professional workforce 
that is involved in all facets of cyberinfrastructure is critical. 

 Shaping the ecosystem for storing, preserving, curating, finding and managing science and 
engineering data is essential. 

 Software is a vital part of cyberinfrastructure and sustainability and maintenance is a key 
concern. Elevating the practices, procedures and training for developing, distributing, and 
maintaining scientific software to ensure usable, scalable, and sustainable algorithms and 
applications are critical to the community. 

 D. Bader 

 We need continued investment in pyramid of resources for computational scientific 
research, ranging from lab, to region, nation, and international. 

 Software is a vital part of cyberinfrastructure. 

 The cyberinfrastructure ecosystem relies heavily on a professional workforce of data 
scientists, computational scientists, research systems and storage administrators and 
engineers, research software engineers, and cyberinfrastructure and/or research 
practitioners/facilitators/consultants/trainers. 
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Reference Number 

260 

NSF Directorate(s)/Division(s) 

CISE/OCI BIO   

Author(s)/Affiliation(s) 

M. Collins, University of Florida 
J. Hammock, Smithsonian Institution 
J. Poelen, Manylabs 
A. Thessen, Ronin Institute 
A. Thompson, University of Florida 

Title 

Data Management Plans Aren’t Enough to Ensure Usable Data 

Main Points 

 M. Hildreth 

 Emphasize the importance of FAIR principles for archived data, and assert that most data 
that are preserved are merely archived and are not findable or reusable. 

 NSF should require that research data sets use persistent globally unique identifiers for 
concepts from other data sources, published ontologies, and existing vocabularies 
customary in the domain. 

 Investment should be made in repositories capable of representing and building 
relationships between their data sets both from explicitly provided data and metadata and 
use of recognized ontologies, as well as from inference methods such as deep inspection of 
data to locate identifiers, terms, and relationships not explicitly provided by the original 
researcher. Linkages derived should also be archived in a persistent and citable way. 

 H. Berman 

 There is a need for well-structured, linked data. 

 Create infrastructure so that data from one domain can be linked to data in another. This 
would require globally unique identifiers. Repositories need to continue to improve data. It 
is not enough to warehouse data. 

 Establish a grant program to support quality assurance. Create a Data Coordination Network 
to allow data providers to self-organize and created integrated data products. 

 S. Ruggles 
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 Data repositories need comprehensive metadata-driven data integration capacity to support 
linking of heterogeneous information. 

 NSF should support repositories to undertake quality assurance, quality control, and 
interpretation of data sets. 

 We need to develop expertise to carry this out. 
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Reference Number 

261 

NSF Directorate(s)/Division(s) 

BIO    

Author(s)/Affiliation(s) 

P. Soranno, Michigan State University 
K. King, Michigan State University 
A. Poisson, Michigan State University 
J. Stachelek, Michigan State University 
C. Boudreau, Michigan State University 
N. Skaff, Michigan State University 
N. Smith, Michigan State University 

Title 

Cyberinfrastructure Support for Collaboration and Open Science in Ecology 

Main Points 

 M. Hildreth 

 Predictive models of how species will respond to climate change require cyberinfrastructure 
to support the collection, integration, storage, and access to the necessary data describing 
ecological, geological, climatic, human, and other interactions, and the ability to extrapolate 
knowledge gained at the local scale to regional and continental scales. 

 Resolving the role that ecological systems play in climate elements such as the carbon cycle 
requires analysis of complex ecological interactions and data collected at a hierarchy of 
spatial scales from the local, to the regional, continental, and global scales. 

 Centralized databases based on open standards that allow the curation, discoverability, and 
connection of disparate datasets are needed. Collaborative software development that brings 
common analysis tools to bear on these databases could also speed discovery. 

 Workforce development, especially support and recognition for research software 
engineers, will be crucial. 

 G. Jacobs 

 Addressing the two central research challenges in ecology climate change and the role of 
ecological systems in global biogeochemical cycling, increasingly requires the use of 
spatially-explicit databases. These databases have a number of technical challenges related 
to their creation, curation, and discoverability. In particular, it is often time consuming to 
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connect disparate sources of information to support individual research questions. This 
process could be accelerated with the use of centralized (and curated) services to make 
individual datasets discoverable and aggregatable. Although US federal agencies have 
created services for their own data (e.g. The Water Quality Portal, 
https://www.waterqualitydata.us/), few analogous services exist for university researchers 
and citizen science groups. This need is especially urgent for groups producing geospatial 
data that require minimum (yet flexible) metadata standards regarding data collection and 
quality assurance protocols.  

 Although the dominant tool for data analysis in the field of ecology is the R statistical 
program (https://www.r-project.org/), it can be difficult to use for people unfamiliar with 
programming because R syntax must be learned simultaneously with programming skills. 
Two initiatives that have been very successful in cost-effective technical training of 
ecologists are the Data carpentry (http://www.datacarpentry.org/) and Software carpentry 
(https://software-carpentry.org/) projects. NSF should support software development 
activities to this end by funding the creation and maintenance of R packages, data entry 
platforms, and visualization tools such as GIS software (http://www.osgeo.org/). NSF 
should promote the use of open source software because it removes cost barriers for 
disadvantaged groups and can be openly modified by the research community to fit their 
own emerging needs.  

 One cross-cutting theme that touches on nearly all aspects of data-driven research is 
collaborative software development. One term that is being used to describe this new type 
of researcher is Research Software Engineer. NSF should support this group of researchers 
by making allowances for their positions in grant applications as well as recognizing 
software development as a primary research output and accepting it as such in grant 
applications. One model for crediting research software engineers is to seriously consider 
alt-metrics such as Depsy (http://depsy.org/) scores and Impact story 
(http://impactstory.org) achievements as analogous to journal articles and citation metrics.  
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Reference Number 

262 

NSF Directorate(s)/Division(s) 

CISE/OCI    

Author(s)/Affiliation(s) 

J. Leasure, The Quilt 

Title 

On the Future Needs for Advanced CI to Support Science and Engineering Research: A 
Perspective from the U.S. Regional Research and Education Networks 

Main Points 

 G. Jacobs 

 Future program investment in additional networking capacity for U.S. campus, regional, 
national and international connectivity is critical to keep pace with the needs of scientific 
discovery and research collaborations. 

 Hybrid computing models will shift some campus enterprise infrastructure, or some of the 
domain science computational and data-intensive tasks, into public or academic clouds. In 
all cases, regional and national R&E network infrastructure serve as gateways into a cloud 
infrastructure. 

 Continued investments in instruments, wireless infrastructure, software, HPC, storage and 
other critical research infrastructure must be matched with continued investments in 
security programs and resources to protect these assets and ensure the integrity of the 
research and the research institutions. 

 There are a number of initiatives that exist today at the campus, regional, and national level 
to promote and facilitate the use of shared cyberinfrastructure resources. There needs to be 
a more concerted effort to tie these varying efforts together in a more cohesive manner to 
effectively catalog, coordinate and leverage resources. 

 T. Dunning 

 The geography of resources is a significant factor in supporting research pursuits and 
scientific discoveries.   

 Regional research and education networks are an essential component of the national 
cyberinfrastructure and play a critical role in providing the underpinning fabric that makes 
possible local, regional, national, and global collaborations using advanced 
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cyberinfrastructure. 

 To be successful, regional networks must be able to adapt to new scientific research, new 
instrumentation, and new projects in all science and engineering disciplines. 

 Future needs: 
– Keeping pace with network capacity demands. 
– Distributed, but federated, computing and data resources. 
– Hybrid commercial/private cloud services. 
– End-to-end performance of research workflows. 
– Cybersecurity. 
– Development and sustainability of a diverse CI workforce. 
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Reference Number 

263 

NSF Directorate(s)/Division(s) 

GEO CISE/OCI   

Author(s)/Affiliation(s) 

C. Hill, Massachusetts Institute of Technology 

Title 

On The Broad Need To Catalyze Greater Investment In Smart and Interoperable 
CyberInfrastructure and Research Computing 

Main Points 

 T. Dunning 

 At a tipping point in many fields that is driven by dramatically falling costs in sensor 
devices, increases in network enabled autonomy, and huge improvements in the ability to 
create and operate large-scale systems. 

 Disconnect between on-the-ground innovation in research enterprises, and the current 
approaches to investment in cyberinfrastructure and research computing. 

 The national research computing infrastructure is not fully prepared for the potential growth 
noted above both technically and fiscally. 

 A comprehensive national strategy for addressing this ad-hoc explosion in data capture, 
sharing, analysis, and active curation is behind the curve. Point solutions being created, but 
the interconnection and interoperability among those solutions are weak. 

 For the ocean wave problem, in particular, the following is needed: 
– A data distribution fabric that connects very large multi-petabye data stores and 

compute resources seamlessly. 
– A continuous global ocean array of thermistor chains providing real time vertical 

structure information via satellite links. 
– An ongoing program of monitoring cube sats and aircraft. 
– A deep network of computational and data resources available for processing with low 

friction. 
– Ongoing investments in statistical and closed form equation AI for the automated 

creation of reduced order relations between unobserved and observed quantities. 
– Significant investments in very large, highly networked (internally and externally) 
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computing platforms geared to multi-scale, multi-physics, multi-algorithm hierarchical 
models. 

 Investments in tools and workforce skills to utilize and operate this infrastructure in a cost-
effective manner. 

 G. Jacobs 

 The needed cyberinfrastructure pieces would include (1) a data distribution fabric that 
connects very large multi-petabye data stores and compute resources seamlessly, (2) a 
continuous global ocean array of thermistor chains providing real time vertical structure 
information via satellite links, (3) an ongoing program of monitoring cube sats and aircraft, 
(4) a deep network of computational and data resources available for processing with low 
friction, (5) an effective market place to ensure cost-effective availability of resources, (6) 
ongoing investments in statistical and closed form equation AI for the automated creation 
of reduced order relations between unobserved and observed quantities, (7) significant 
investments in very large, highly networked (internally and externally) computing platforms 
geared to multi-scale, multi-physics, multi-algorithm hierarchical models, (8) investment in 
tools and workforce skills to utilize and operate this infrastructure in a cost-effective 
manner.  

 Each of these areas would need investment as point solutions, but importantly achieving 
wholistic interoperation between these pieces is significant too to maximize impact. 
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Reference Number 

264 

NSF Directorate(s)/Division(s) 

ENG    

Author(s)/Affiliation(s) 

B. Ganapathysubramanian, Iowa State University 
A. Passalacqua, Iowa State University 
A. Somani, Iowa State University 

Title 

Computational Cyberinfrastructure for Advances in Complex Fluids: Enabling the Long Tail of 
Science 

Main Points 

 M. Hildreth 

 Advances in computational algorithms and multiphysics modeling strategies have now 
opened up the possibility of in silico modeling, analysis and rational design of systems 
involving complex fluids. Applications include fluidized systems in biofuel production, the 
production of nanoparticles for medical applications, optimization of heart valve design, 
and designer materials and coatings. 

 Research on these systems would benefit from the ready availability of modest (50-100 
core) computing resources over continuous periods of several days, especially for the 
determination of uncertainties in model predictions. 

 R. Loft 

 “[Complex fluids research is part of the] long tail of science is where a lot of creative ideas 
are being explored.” 

 “[Requires access to] long term, moderate scale computational resources” 

 Recommendation: 
– “While TACC Stampede and SDSC Comet have been exceptional resources; in the 

recent year wait times for access to compute nodes on these resources is of the order of 
days (2-3 days) making computational research quite frustrating. This is indicative of 
the increasing utilization of these machines (with frequent over subscription), thus 
warranting further increase and availability of XSEDE resources.” 

 T. Agerwala 
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 CI Requirements: 
– Leverage current progress in cyberinfrastructure, machine learning and data analytics. 
– Funding/Organizational: Need dedicated availability of long term, moderate scale 

computational resources (100-500 cores for 48-96 hours). Increase the availability of 
XSEDE resources especially in the Midwest. 
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Reference Number 

265 

NSF Directorate(s)/Division(s) 

MPS/PHYS    

Author(s)/Affiliation(s) 

K. Bloom, University of Nebraska–Lincoln 
B. Bockelman, University of Nebraska–Lincoln 
B. Blumenfeld, The Johns Hopkins University 
J. Cumulat, University of Colorado 
P. Elmer, Princeton University 
J. Letts, University of California, San Diego 
K. Lannon, University of Notre Dame 
D. Marlow, Princeton University 
N. Neumeister, Purdue University 
H. Newman, California Institute of Technology 
C. Paus, Massachusetts Institute of Technology 
P. Sheldon, Vanderbilt University 
P. Wittich, Cornell University 
F. Wuerthwein, University of California, San Diego 
A. Yagil, University of California, San Diego 

Title 

Cyberinfrastructure needs for the Compact Muon Solenoid experiment at the Large Hadron 
Collider 

Main Points 

 T. Dunning 

 Extracting physics discoveries from the massive data sets to be produced by the HL-LHC 
will require significant and sustained advances in cyberinfrastructure. 

 Data Management. Multi-100s of petabyte datasets must be stored, catalogued, transferred 
among computing sites and ultimately made accessible to a world-wide collaboration of 
scientists. The current CMS technology for data management is subscription-based, i.e. 
datasets are explicitly placed at certain sites and thus the locations of files must be carefully 
tracked. Alternative models must be explored, including those based around data caches 
that are located at each computing site. 

 Computational Processing. The current infrastructure used in CMS has been demonstrated 
to reach the scale of 500K CPU cores simultaneously in use. We anticipate that a factor of 
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four greater scale-up will be needed to handle the large datasets at the HL-LHC. 

 While the line speed of WANs has continued to grow steadily, the performance of the 
endpoint computing systems and of the software has not always kept up. Networking 
research must continue, including in the area of Software Defined Networks and Named 
Data Networks that would allow the construction of content delivery networks for the 
efficient movement of data. 

 Cybersecurity is critical to the integrity of the worldwide computing system. Efforts to 
simplify identity management must continue, especially considering the cumbersome 
authentication with personal certificates. 

 Several categories of cyberinfrastructure must continue to be developed and improved to 
meet the scale demands of the HL-LHC. These efforts would be best carried out by teams 
of computer scientists and “domain scientists” (i.e. the users of the cyberinfrastructure) to 
deliver products that bring the best computer science to bear on the problems faced by 
domain scientists. 

 Physicists who will be using the cyberinfrastructure to analyze CMS data and make 
scientific discoveries will need some additional training to make best use of all the systems. 
It would be best if this sort of training could be incorporated into the undergraduate 
curriculum, as computing skills will be useful to physics students in all sorts of career paths. 

 Some fraction of physicists who go on to long-term careers will need to lead the 
development of this cyberinfrastructure. There needs to be a proper career path for 
physicists who contribute to cyberinfrastructure, so that their achievements are recognized 
and respected as they advance through the ranks at universities and laboratories. 

 M. Hildreth 

 Response from the CMS Experiment.  The key areas of development needed to meet the 
computing needs of the High-Luminosity LHC are: job submission and workflow 
management infrastructure, distributed data access, the maintenance of an extensive 
distributed high-throughput computing infrastructure, advanced networking, cybersecurity, 
and software development on heterogeneous architectures. The projected needs without this 
development far outstrip the available computing budgets. 

 Many of these developments enable other science through shared and easily-accessible 
infrastructure. 

 Partnership between computer scientists and domain scientists will be necessary for this 
development. Training in the relevant areas will be very important. 
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Reference Number 

266 

NSF Directorate(s)/Division(s) 

CISE    

Author(s)/Affiliation(s) 

D. Dampier, Mississippi State University 
K. Babski-Reeves, Mississippi State University 

Title 

Cybersecurity and Infrastructer–Control Systems and IoT 

Main Points 

 T. Dunning 

  As more and more systems become designed for remote access and control, the Internet of 
Things (IoT) will have a profound impact on how systems are designed and managed. 
Additionally, modification of current closed-loop systems to allow for remote access will 
introduce pathways for attacks that must be addressed holistically. 

 There is an increasing reliance on advanced cyberinfrastructure for the advancement of 
science and engineering research across all disciplines that is straining both campus and 
national CI resources, with growth by multiple orders of magnitude over the next decade 
likely. 

 Provides three examples that illustrate issues: electric ship research and development, 
enterprise system security, and power systems security. 

 Notes that the vast majority of capacity-class computing activities will be carried out on 
campuses. 

 Increasing demand for well-trained cyberinfrastructure practioners (systems administrators, 
network engineers, domain-specific consultants and the many other necessary personnel 
supporting researcher activities). Need more training and education opportunities. 

 G. Jacobs 

 New and emerging areas of research in Internet of Things (IoT) and Control Systems. 
Devices that are part of the IoT that are not as well understood include: vehicles (air, ground, 
water), either autonomous, semiautonomous or manual; household devices, such as 
appliances, lighting, smart door bells; security systems, such as security sensors, digital 
camera systems, smoke alarms, fire sensors; 
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 Security for these systems are not so well understood either because they are new and 
untested. However, competing objectives (e.g., real-time assessment and decision making 
ability vs security protocols) remains as a historical and current issue that must be addressed 
in the near future to allow for radical changes in systems design, rather than incremental 
changes.  

 As the world transitions more and more to the IoT systems, there is a critical research need 
for understanding the vulnerabilities of these systems, appropriate detection methodologies, 
mitigating protocols and system redesigns.  

 The campus environments need to have sufficient, locally-managed CI resources with the 
ability to define their own priorities and policies. These campus systems will be where the 
vast majority of the capacity-class computing activities should be conducted. 

 The demand for well-trained cyber practitioners, such as systems administrators, network 
engineers, domain-specific consultants and the many other necessary personnel supporting 
researcher activities, is at an all-time high today. 
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Reference Number 

267 

NSF Directorate(s)/Division(s) 

CISE/OCI    

Author(s)/Affiliation(s) 

G. Peterson, University of Tennessee (NICS) 

Title 

Future Cyberinfrastructure Needs to the Computational and Data Science and Engineering 
Community 

Main Points 

 T. Dunning 

 Improvements in advanced cyberinfrastructure and adequate CI capabilities are needed to 
realize the opportunities provided by computational and data science in a broad range of 
disciplines. 

 Opportunities and challenges include: 
– Efficient scaling to exascale for capability computing. 
– Efficient scaling for large ensembles (HTC). 
– Scalable data life cycle support. 
– Reproducibility 
– Researcher workforce development 
– Application development workforce development. 
– CI operation workforce development. 

 Computing systems that are “in between” as well as cloud systems must be provisioned to 
enable problems to scale up over time so that tomorrow’s grand challenge problems can be 
envisioned and tackled. 

 Attempts by NSF to provide resources to new research communities, a laudable goal, has 
lead to a dearth of resources for traditional users. 

 A coordinated national cyberinfrastructure strategy is required to deliver what the scientific 
and engineering community needs. This strategy should include support for and access to 
computational resources (with better communication and coordination between allocations 
processes), support for the data life cycle for data products and software, and workforce 
development that addresses computational researchers, applications developers, and 
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cyberinfrastructure operational staff. 

 G. Jacobs 

 A coordinated national cyberinfrastructure strategy should include support for 
computational resources and access to them a coordinated national strategy for supporting 
the data life cycle for data products and software, and workforce development that addresses 
computational researchers, applications developers, and cyberinfrastructure operational 
staff. 
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Reference Number 

268 

NSF Directorate(s)/Division(s) 

CISE/OCI    

Author(s)/Affiliation(s) 

N. Nystrom, Pittsburgh Supercomputing Center 
R. Rosskies, Pittsburgh Supercomputing Center 
R. Stock, Pittsburgh Supercomputing Center 
S. Sanielevici, Pittsburgh Supercomputing Center 

Title 

Need for NSF ACI Centers and Diverse Hardware Platforms to Advance Research Frontiers and 
Expand Accessibility 

Main Points 

 T. Dunning 

 Research advances increasingly depend on sophisticated computer simulation, modeling, 
and analytics. Many projects are currently limited by aggregate system capacity and legacy 
software. 

 Special challenges: coupling applications and data into complex workflows, extending 
applications to emerging computer architectures, scaling applications, and improving 
coordination of instruments and analytics. 

 Need to sustain multiple, strong ACI centers that provide: 1) experts who understand 
computational science, computer science, and advanced systems, and 2) diverse, 
heterogeneous, advanced hardware resources. Four or five ACI Centers are needed to 
operate a corresponding number of heterogeneous computing systems, each (looking 
forward to next several years) providing in the range of 50-100 PFLOPS, where operations 
includes cross-cutting software development, user support, and training. 

 Research community would benefit from a model where Centers have some stability, e.g., 
in which each Center is periodically reviewed and, pursuant to successful review, extended 
for 5 or 10 years. Greater stability would increase Centers’ impact and enable timely 
technical upgrades and better-planned system replacements. 

 Research community needs a framework for data sustainability. This includes data 
management platforms, curation, mechanisms for data discovery and integration, and 
connections to applications for working with the data. More fundamentally, the community 
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needs a coherent policy from NSF regarding long-term storage of data. 

 Need a center model that recognizes the Centers’ role in providing both systems and deep 
human expertise. The current model, where a Centers’ existence is continuously linked to 
competitions for new systems, poses grave risk for sustainability and the loss of critical 
expertise. 

 M. Hildreth 

 The investment with the greatest potential impact across research challenges is sustaining 
multiple, strong ACI centers that provide experts who understand computational science, 
computer science, and advanced systems, and diverse, heterogeneous, advanced hardware 
resources. 50-100 PFlops could be the right size, and 4-5 of these centers are probably 
needed to support the large and growing research community. A diversity of hardware 
architectures, supported by appropriate software and abstraction layers, is key to advancing 
compute- and data-intensive science.  

 Stability of these centers is critically important in order to maintain the expert personnel 
required to operate the systems and to partner with researchers in order to enable them to 
adapt their work to the advanced hardware configurations. A model should be developed 
where this can be possible. 

 The research community needs a framework for data sustainability that includes data 
management platforms, curation, mechanisms for data discovery and integration, and 
connections to applications for working with the data. A coherent NSF policy regarding the 
long-term storage and curation of data would be welcome. 
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Reference Number 

269 

NSF Directorate(s)/Division(s) 

All    

Author(s)/Affiliation(s) 

J. Walsh, Northwestern University 
S. Reynolds, Northwestern University 
On behalf of the Vice President for Research 

Title 

Adjusting to the Rapid Growth of Digital Research 

Main Points 

 T. Dunning 

 There continues to be rapid growth of digital research across all fields of research. In 
emerging areas, such as the social and economic sciences and biological and life sciences, 
adoption of research cyberinfrastructure has been inhibited by the complexity of the tools, 
lack of experience leveraging traditional forms of computing, and availability of new tools. 

 Top priorities are: 
– Continued support and investment in foundational research cyberinfrastructure. 
– Focus on developing approaches and practices to support sensitive and regulated data. 
– Developing foundational skills and providing support for advanced software 

development in all areas of computational science and digital research. 
– Development of retention and curation models and services for research data at a 

national scale. 
– Improving access to research cyberinfrastructure across all fields of digital research. 
– Improving access, guidance and frameworks for the adoption of compliant and scalable 

cloud computing. 
– Building pathways for developing and funding support of practitioners to aid 

researchers in adoption of technology solutions. 

 T. Agerwala 

 Need to: (a) develop approaches and practices to support sensitive and regulated data and 
(b)  develop data retention and curation models and services for research data at a national 
scale. 
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 Need to improve access, guidance and frameworks for the adoption of compliant and 
scalable cloud computing. 

 Need to: (a) improve access to research cyberinfrastructure; (b) provide funding to develop 
foundational skills and for advanced software development; and (c) support aid researchers 
in adoption of technology solutions. 
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Reference Number 

270 

NSF Directorate(s)/Division(s) 

CISE/OCI    

Author(s)/Affiliation(s) 

D. Stanzione, University of Texas at Austin (TACC) 

Title 

Future Needs for Advanced Cyberinfrastructure: A CI Provider Perspective 

Main Points 

 T. Dunning 

 Four classes of research: Discovery through Leadership-class Simulation, Discovery 
through Massive Throughput Computing, Discovery through Data Intensive Computing, 
and Enabling Broad Discoveries through Web Accessibility. 

 To meet these needs cyberinfrastructure has grown in breadth, depth, and complexity: 
– Appetite for high end computing cycles is voracious and growing exponentially and 

requires the highest performing systems; High Throughput Computing (HTC) is equally 
important and equally in demand, but can be satisfied with either HPC systems or more 
Cloud-like systems. 

– Similar set of diverse needs in data and storage with a demand for archive storage – 
long term, high redundancy, secure and safe, low cost, but not necessarily high 
performance; there is a demand for what “collections” storage – online, accessible, 
results, for collaboration or publication, that need to be available much more quickly 
than archive, but still not with high end performance; then there are the higher 
performance tiers, of which there are appear to be at least four classes in demand; very 
high bandwidth, short term “scratch” storage in traditional file systems to support HPC, 
other fast “working” storage for both relational and object data, and finally “high 
performance analytics” storage which is not only high bandwidth but also supports very 
high transaction rates for random access (typically implemented through flash or 
NVMe). 

– Third CI demand we see is for improved networking: very fast datacenter-scale 
networks to support HPC and other tightly interconnected systems, higher bandwidth 
in WAN connections with high bandwidth extending all the way to the user’s endpoint, 
to support streaming visualizations and rapid data transfer. 
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– Software and algorithms cannot be overlooked. New computational and data scales, 
new computing and data systems, and new science all inevitably require significant 
investment in new mathematics, algorithms and software. Software then requires effort 
to tune and optimize. This is perhaps the biggest gap in current CI investments. 

– Need to invest in large, highly-collaborative, discipline-centric projects to provide a 
comprehensive, unified CI – to tie together all of the types of data and computational 
systems, to provide the software, algorithmics, and performance expertise to make them 
work together, and to provide a set of interfaces that are familiar to the researchers in 
that discipline. 

– Modern cyberinfrastructure systems can by dauntingly complex. Need to determine 
how to address this problem — neither “train the end user” or “engage an expert 
consultant” appears to be adequate. 

 G. Jacobs 

 For those working in large scale simulation, the appetite for high end computing cycles is 
voracious and growing exponentially – we see that the demand for our compute cycles (with 
more than 150,000 NSF-supported processor-cores at TACC, and an additional 50,000 
supported by other sources) are oversubscribed by at least a factor of five for deserving and 
meritorious research. But, in addition to simulation needs, we also note breadth in demand 
for other cyberinfrastructure services as well.  

 High Performance Computing (HPC), at the largest scale, remains in enormous and growing 
demand. High Throughput Computing (HTC) is equally important and equally in demand, 
but can be satisfied with either HPC systems or more Cloud-like systems. Cloud-style 
systems, both private or commercial, can work on HTC workloads, but are increasingly 
popular to meet other types of demands as well – for interactive computing (often in the 
form of Matlab, Python, Jupyter, R, Labview, or visualization tools) is a fast growing need, 
and a low-utilization cloud system is an excellent way to provision interactive sessions 

 There is demand for archive storage – long term, high redundancy, secure and safe, low 
cost, but not necessarily performant. Then there are the higher performance tiers, very high 
bandwidth, short term “scratch” storage in traditional file systems to support HPC, other 
fast “working” storage for both relational and object data, and finally “high performance 
analytics” storage which is not only high bandwidth but also supports very high transaction 
rates for random access (typically implemented through flash or NVMe). Fast storage 
systems fall flat when computing is not nearby; we have found numerous instances where 
both the cost advantage and time advantage of commercial clouds disappear when storage 
and compute are not co-located. 

 CI demands networks. Again, capacity is an issue – researchers inevitably want more, and 
again there is some diversity – very fast datacenter-scale networks to support HPC and other 
tightly interconnected systems, demand for bandwidth in WAN connections, and demand 
for bandwidth all the way to the user’s endpoint (laptop), to support streaming visualizations 
and rapid data transfer. While most of these are solved with hardware investment, our 



Summaries of CI2030 Responses 

169 

experience is the “end-to-end” performance issue requires significant human-in-the-loop 
tuning by an expert to truly realize the return on the hardware investment. One trend of 
concern is the rise of per-byte bandwidth charges at academic institutions – these are 
beginning to have a chilling effect on research projects. 

 Software and Algorithms cannot be overlooked, but often are. New scales, new systems, 
and new science all inevitably require significant investment in new mathematics, 
algorithms and software. Software then requires effort to tune and optimize. This is perhaps 
the biggest gap in current CI investments – while there is substantive investment in new 
software capability, there has traditionally been less in maintaining and modernizing 
software. 
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Reference Number 

271 

NSF Directorate(s)/Division(s) 

EHR    

Author(s)/Affiliation(s) 

N. Heffernan, Worcester Polytechnic Institute 
A. Botelho, Worcester Polytechnic Institute 

Title 

Research Around How to Design Crowdsourcing Systems 

Main Points 

 T. Dunning 

 An increasing number of educators are incorporating computer-based systems into the 
classroom to augment existing instructional practices, providing the teacher with reports of 
student progress that lead to data-driven decisions regarding the most impactful topics to 
focus on in class as well as what remedial practice is need to benefit the students. 

 No platform exists to share this content with other teachers who may find their students 
struggling with similar topics. 

 What is needed within the education field is research on how to create products that leverage 
crowdsourcing. What are the models and modes that lead to success? This will require 
interdisciplinary work between computer scientists, software engineers, designers, and 
machine learning experts to build systems that enable crowdsourcing to help create better 
content to benefit students. 

 G. Jacobs 

 The infrastructure required to support teacher-sourced content proposes a need to build 
workflows and frameworks around the idea of allowing teachers to build and share new or 
variations of existing content, student aid and feedback, and iteratively improve on existing 
content with that aid and feedback.  

 The current challenge addresses the need of teachers to be able to find, share, and iteratively 
improve on content for the benefit of their students. Such an infrastructure could lead to an 
abundance of teacher-sourced content.  

 Content ownership. Considerations must be made as to not infringe upon existing 
copyrights. Permissions to use and share content must be gained before being able to do so, 
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and should be considered as part of the workflow to build and share such content.  
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Reference Number 

272 

NSF Directorate(s)/Division(s) 

BIO    

Author(s)/Affiliation(s) 

N. Cobb, Northern Arizona University 

Title 

Understanding Biodiversity Through Increased Investment in Cyberinfrastructure  

Main Points 

 BIO 

 Summary: Major opportunities for scientific advances occur when data associated with 
museum collections – such as historical species distributions, genetics, images, and 
complementary environmental data – are matched with data collected through other means 
such as experiments (e.g. physiology, ecology) and field observations (e.g. natural history, 
citizen science, sensors). 

 Major needs include: 
– Advances in automation of the digitization of museum specimens (e.g. "robotic" 

specimen imaging and data capture). 
– Accessible sensor data, and the tools and support for integrating across disparate data 

types. 
– Meeting these needs includes software development (e.g. workflows), sensor/robotics 

development, and advanced data infrastructure. This includes support for long-term 
technical support, such as for software programmers. 

 Independent perspective: Taxonomic expertise is being lost at an alarming rate – this is a 
problem because knowing which species you are working on is a fundamental assumption 
for most research in biology. Further, museum collections central to these efforts need 
consistent attention and they are at risk due to changes in funding models. Automation of 
specimen identification would aid both problems – “robot” identifies common species, 
expert focuses on unusual specimens, and data are automatically recorded. Other needs 
seem important to many fields, not specific to biodiversity. 

 T. Agerwala 

 Biodiversity researchers have reached a point where they cannot address fundamental 
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questions in ecology and evolutionary biology until they integrate massive, disparate sets 
of data: (1) biodiversity data, consisting primarily of records for museum specimens 
(including occurrence data, genetics, images, and complementary environmental data). (2) 
Information on the physiology, ecology, and evolutionary genetics on hundreds of 
thousands of species that are available. (3) Data being generated by several emerging citizen 
science efforts (e.g., iNaturalist, National Phenology Network, eBird). The require:  

 Greater investment in centralized and distributed cyberinfrastructure, developing the 
expertise to sustain cyberinfrastructure-based programs and in the following specific areas: 
– Robotics: A robotic imaging system to process the approximately 500 million 

specimens in US museums. Such a robotic system would capture all the specimen data 
as well as produce 360-degree images.  

– Computer vision/artificial intelligence: A highly-developed computer vision process to 
greatly augment human expertise and provide identification assistance not only for 
existing museum specimens but for citizen scientists that document the occurrence and 
phenology of species in the field. 

– Real-time sensor networks.  Current sophisticated sensor networks that are collecting 
valuable ecological data on species, need to become more sophisticated and more 
accessible to distributed networks of researchers. 
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Reference Number 

273 

NSF Directorate(s)/Division(s) 

ENG GEO   

Author(s)/Affiliation(s) 

E. Rathje, University of Texas at Austin 
D. Stanzione, University of Texas at Austin (TACC) 

Title 

Future Needs for Advanced Cyberinfrastructure: A Natural Hazards Engineering Perspective from 
DesignSafe 

Main Points 

 G. Jacobs 

 The use of computing now takes many forms for both simulation and data analysis – 
researchers in this field use HPC, high throughput computing, as well as interactive 
computing to explore data through Matlab, Labview and, increasingly, Jupyter notebooks. 

 Like computation, the demand for data storage is also large and growing. Increasingly, 
demand goes beyond simple storage to a comprehensive data management system that 
supports a secure, collaborative, and reproducible environment for research data. Ideally, 
this data system is coupled to computational platforms, allowing analytics to be performed 
on data sets, with provenance that makes these numerical experiments reproducible. 

 Efforts by NSF should supply not just capability, but predictable, stable capability wherever 
possible – when tools and systems, and their providers, change rapidly (on the scale of 
“shorter than my grant program”), it is tempting to develop in-house capability rather than 
use those NSF provides in the national cyberinfrastructure. 

 Mechanisms that allow the sharing of expertise between these professionals are also vital: 
perhaps by building critical mass of the necessary kinds of expertise at centers that can be 
accessed by numerous researchers, or through virtual organizations that allow the 
“computer person” in a given project to not operate on an island. 

 T. Agerwala 

 CI Requirements: 
– High-end computing cycles: HPC, high throughput computing, as well as interactive 

computing to explore data. 
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– New and different algorithms. 
– Comprehensive data management system that supports a secure, collaborative, and 

reproducible environment for research data. 
– Provenance for reproducible. 
– Visualization. 
– A simplified user interface. 
– Predictable, stable capability. 
– Question about the Role machine learning in mining additional insights from data. 
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Reference Number 

274 

NSF Directorate(s)/Division(s) 

MPS/PHYS    

Author(s)/Affiliation(s) 

K. De, University of Texas at Arlington 
P. Calafiura, Lawrence Berkeley Laboratory 

Title 

Connected and Scalable Cyberinfrastructure for the LHC by 2030 

Main Points 

 M. Hildreth 

 Heterogeneous and connected resources are an important ingredient in the scalability of the 
LHC experiments for High-Luminosity-LHC operations. Computing resources at more than 
100 times the current scale are projected to be necessary for the physics program at the LHC 
within the next twenty years. 

 Without a large seamless collection of diverse computing resources, and the complex 
software tools to enable their utilization, the ambitious physics goals of discoveries and 
measurements at the highest energy frontier would be severely limited. 

 Software sustainability is one area where extensive training of physicists is needed. 

 R. Loft 

 “The ATLAS [experiment] processes more than an exabyte of data per year since 2013, 
which will grow with time… by 2030 [it] is expected to be a factor of 40 larger.” [Editor’s 
italics] 

 “[To support future LHC runs] …software technologies for virtualization and 
containerization, storage federation, dynamic network control, and other areas important to 
distributed computing will be required along with distributed facilities at bigger scale.” 

 “The ATLAS collaboration is evaluating … deep learning neural networks, a class of 
algorithms that scales well with event complexity and that are well-suited to run in energy 
efficient, data parallel architectures such as GPGPUs, FPGAs, and neuromorphic platforms 
that may well be an important component of future cyberinfrastructure...” 

 LHC is also concerned about software and workforce sustainability issues… (Editor). 
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 Recommendations/Requirements: 
– “Recently, the LHC experiments have demonstrated successful utilization of HPC 

resources for collision simulations at [NSF and DoE] facilities ... Such utilization of 
HPC resources in conjunction with more high throughput grid and cloud computing 
resources will be required in the future for full realization of the scientific goals of the 
LHC program.” 

– “ATLAS will require hundreds of petabytes of storage at each computing center. The 
centers need to be connected to wide area networks with terabyte per second links in 
the future.” 
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Reference Number 

275 

NSF Directorate(s)/Division(s) 

CISE/OCI    

Author(s)/Affiliation(s) 

T. Hauser, University of Colorado, Boulder 
D. Swanson, University of Nebraska 
J. Pummill, University of Arkansas 
J. B. von Oehsen, Rutgers University 

Title 

Advanced Cyberinfrastructure 

Main Points 

 T. Dunning 

 The diversity of university researchers that rely upon advanced cyberinfrastructure is 
increasing on all campuses. Access to resilient, reliable, and robust computing and data 
resources is now a requirement for research productivity. 

 Through targeted investment in the middle of the Branscomb pyramid, NSF can provide 
a more diverse, user-focused computational and data infrastructure and broaden access 
by lowering the hurdle moving from the local to leadership facilities. 

 Supporting a regional tier of computational systems will allow for experimentation and 
proof of concepts not suitable for larger national resources and address the shortage of 
user training, as well as entry level and/or experimental and customized computational 
systems, to support the diverse requirements of the different research communities. 

 The current format of the Major Research Instrumentation (MRI) program makes it 
difficult to fund regional CI resources because submissions from several institutions will 
be counted against the limits of a campus and all partners have to go through internal 
competitions. 

 G. Jacobs 

 Strengthening those regional and campus by incentivizing multi-institutional and 
regional sharing will provide a more diverse cyberinfrastructure in support of 
multidisciplinary scholarship. 

 Local and regional resources can be more responsive to local smaller user needs because 
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they are closer to the community and have already developed trust with their user 
community.  

 An additional advantage of regional resources would be that they could provide a much 
more diverse infrastructure that are different compared to current XSEDE level 1 
providers and would be able to meet the needs of the many. It would also reduce the over 
requesting of national resource by providing resources to small and medium allocation 
requests that are currently supported by XSEDE level 1 providers. resources.  

 Incentives for non-EPSCOR institutions to provide regional cyberinfrastructure 
leadership are low. These regional collaboration would be able to offer economies of 
scale. Running one larger regional system can be managed more efficiently at one place 
with user support distributed over the partners of the regional system.  
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Reference Number 

277 

NSF Directorate(s)/Division(s) 

CISE/OCI    

Author(s)/Affiliation(s) 

D. Dugas, New Mexico State University 

Title 

Cyberinfrastructure Knowledge and Support Is Important at All Levels 

Main Points 

 BIO 

 Summary: Technical advances have resulted in an explosion of scientific data crossing 
interdisciplinary boundaries.  However the scientists who would benefit in analyzing these 
data are often not equipped with the appropriate skills or do not have access to the hardware 
to take advantage of them. Bioinformatics training programs and knowledge of hardware 
availability can overcome these limitations. 

 Main points: Expansion of “omics” datasets offers unprecedented amounts of information 
for scientists working in a range of biological fields. However, expertise in accessing and 
analyzing the data or even knowing where the data or appropriate supercomputing resources 
reside, are limited. The solution to this problem lies in developing training programs, from 
high school to university levels, to cultivate cyberinfrastructure-aware and -capable 
individuals. Also encouraging use of shared resources when appropriate would decrease 
funding of duplications, freeing up funds for research. 

 Independent perspective: Proliferation of big data implies that scientists are able to access 
this information and intelligently interpret it using tools that they may not have the 
appropriate background to appreciate or apply.  Removing the mystery of access and 
analysis through training programs and providing new or shared hardware resources should 
have a strong effect on the productivity of scientists not currently making optimal use of 
collected and future data. 

 G. Jacobs 

 Expand support for those who wish to change the focus of their labs to include more 
informatics. Training of these individuals will result in an increase in cyberinfrastructure-
aware and -capable researchers, benefiting all aspects of science.  
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 Suggestion: Supporting growth or the establishment of centralized computational resources 
allows researchers to have a “stepping stone” to national resources. Continued support of 
the Cyberinfrastructure Architect/Engineer position provides an invaluable resource to a 
campus or community. This position unites researchers with campus and national 
infrastructure, providing resources and removing boundaries, both real and imagined.  

 Continue to focus on the training of those fluent in cyberinfrastructure, both in STEM and 
the underlying IT. This training needs to start early (high school or younger) and continue 
through to those who are full professors.  

 A heavier emphasis on technology complementing and growing existing systems should be 
emphasized. For many, however, contributing to or sharing existing resources would be 
best. Many researchers don’t know what resources their neighbor has. Encouraging 
communication and sharing of resources will allow funding to be channeled towards 
research instead of duplicating resources. 
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Reference Number 

278 

NSF Directorate(s)/Division(s) 

CISE    

Author(s)/Affiliation(s) 

K. C. Claffy, University of California, San Diego (SDSC, CADA) 
A. Dhamdhere, University of California, San Diego (SDSC, CAIDA) 

Title 

Platform for Integrative Analysis and Visualization of Large-Scale Internet Measurement Data 

Main Points 

 G. Jacobs 

 We believe the community needs a new shared cyberinfrastructure resource that integrates 
active Internet measurement capabilities, multi-terabyte data archives, live data streams, 
heavily curated topology data sets revealing coverage and business relationships, and traffic 
measurements. 

 The research community needs a new shared cyberinfrastructure resource – a Platform for 
Applied Network Data Analysis (PANDA). This system would leverage existing research 
infrastructure measurement and analysis components, which, once connected, will enable 
new scientific directions, experiments, and data products. 

 Integration of cutting-edge tools for data analytics, text processing and visualization, all 
backed by existing HPC resources into a platform that can transform Internet scientific 
research for a broad cross-section of the community. 

 Other considerations in developing such cyberinfrastructure include sustainable collection, 
curation, and storage of large volumes of complex data, including data volume and quality, 
validation of data and inferences, mechanisms for enabling privacy-respecting data sharing, 
and training students and researchers to promote ethical use of data in research. 

 T. Dunning 

 Science and engineering research depends on CI, but issues abound: 
– Developing and deploying measurement instrumentation and protocols. 
– Expertise to soundly interpret and use complex data. 
– Lack of tools to synthesize different sources of data to reveal insights. 
– Data management cost and complexity. 
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– Privacy issues. 
 
 Note that the community needs a new shared cyberinfrastructure resource that integrates 

active internet measurement capabilities, multi-terabyte data archives, live data streams, 
heavily curated topology data sets revealing coverage and business relationships, and traffic 
measurements. 

 Argue that the research community needs a new shared cyberinfrastructure resource—a 
Platform for Applied Network Data Analysis (PANDA)—that leverages the existing 
research infrastructure measurement and analysis capabilities to enable a broad set of 
researchers to access, query, visualize, and analyze internet data, as well as create new data 
products. 

 
  



Summaries of CI2030 Responses 

184 

 

Reference Number 

279 

NSF Directorate(s)/Division(s) 

CISE    

Author(s)/Affiliation(s) 

V. Honavar, Pennsylvania State University 
K. Yelick, Lawrence Berkeley National Laboratory 
K. Nahrstedt, University of Illinois at Urbana-Champaign 
J. Rexford, Princeton University 
M. Hill, University of Wisconsin 
E. Bradley, University of Colorado 
E. Mynatt, Georgia Institute of Technology 

Title 

Advanced Cyberinfrastructure for Accelerating Science 

Main Points 

 T. Agerwala 

 Accelerating science requires new computational models of physical, biological, cognitive, 
and social systems. CI requirements: (a) high end computational capabilities for modeling, 
simulation, data analysis and inference; (b) architectures for machine learning, graph 
analytics or other data analysis problems; and (c) new storage models to address 
provenance, accessibility and sustained availability. 

 Need cognitive tools that leverage and extend the reach of human intellect, and partner with 
humans on all aspects of science. 

 Need to support multi-disciplinary, interdisciplinary, and trans-disciplinary teams to 
develop the above computational models, including cognitive, social and organizational 
scientists to study such teams and develop a science of team science. 

 G. Jacobs 

 High end computational capabilities for modeling, simulation, data analysis and inference. 
The need for such systems to support physical modeling and simulation problems continues 
to grow, due to the increasing complexity of scientific inquiry, addressing multiphysics 
problems and increasing dynamic range in space and time.  

 Cognitive tools for scientists: The next generation cyberinfrastructure for science needs to 
provide a broad range of cognitive tools for scientists, i.e., computational tools that leverage 
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and extend human intellect, and partner with humans on a broader range of tasks that make 
up a scientific workflow (formulating a question, designing, prioritizing and executing 
experiments designed to answer the question, drawing inferences and evaluating the results, 
and formulating new questions, in a closed-loop fashion).  

 Trustworthy Data Cyberinfrastructure: Computable data access and use agreements that can 
be enforced by the scientific workflow within a secure cyberinfrastructure; Audit 
mechanisms that can be used to verify compliance with the applicable data access and use 
agreements; Repositories of data use agreements that can be adapted and reused in a variety 
of settings. 

 A diverse cadre of computer and information scientists and engineers with adequate 
knowledge of one or more scientific disciplines to design, construct, analyze and apply 
algorithmic abstractions, cognitive tools, and end-to-end scientific workflows in those 
disciplines are needed.  
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Reference Number 

280 

NSF Directorate(s)/Division(s) 

CISE/OCI    

Author(s)/Affiliation(s) 

B. I. Schneider, National Institute of Standards and Technology 

Title 

Advanced Cyberinfrastructure: The Key Role of the National Science Foundation 

Main Points 

 T. Dunning 

 Many scientists that need advanced CI but are not inclined to become experts in “command 
line linux” need to use a CI built by others for scientific advancement. 

 Need an advanced CI that is evolving but has enough stability that it is not disruptive to 
users. 

 Important to enlarge the circle of institutions that can participate in CI activities and 
contribute to the overall US CI. A small step has been taken in this direction by allowing 
universities having resources of their own to ”plug into” the XSEDE program. 

 NSF should keep the management of large CI projects under a single structure while 
allowing creative, new players to enter and less productive ones to leave. It is unwise to 
make a series of individual awards without some coherent management strategy. 

 G. Jacobs 

 A critical element is the need for an advanced CI that is evolving but has enough stability 
that it is not disruptive to users. There is certainly a tension here since the NSF as THE US 
open science agency, and very sensitive to the peer review issue, has had difficulty walking 
this line over the years. I believe there have been progress with the incarnation of the 
XSEDE program and other recent developments.  

 A small step in this direction has been taken to allow universities having resources of their 
own ”plug into” XSEDE program. This benefits them and also benefits all the users.  

 NSF should keep the management of these larger projects under a single structure while 
allowing creative, new players to enter and less productive ones to leave.  

 There has been criticism by some members of the community that the NSF has not really 
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had a well thought out long-range plan for CI. In other areas such as those in PHY and AST, 
there are groups such as HEPAP and NSAC, which develop a strategic plan for the field 
that cuts across agencies and sets priorities. This is harder to do in the CI area but it would 
be nice to see some efforts made to go in that direction. To this end, more coordination with 
DoE would be helpful. 
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Reference Number 

281 

NSF Directorate(s)/Division(s) 

BIO    

Author(s)/Affiliation(s) 

E. Brainerd, Brown University 

Title 

Video Data Preservation and Sharing for Integrative Organismal Biology Research 

Main Points 

 BIO 

 Summary: Video provides an exciting approach to examine and characterize organisms. 
While “round,” “wrinkly,” “yellow,” and “green” were good, simple descriptors for 
Mendel’s phenotypes of peas (i.e., in the history of Mendelian genetics), we now seek more 
sophisticated phenotype information, such as information with a time-dependent component 
– the way a lizard runs, a frog jumps, or more complex social behaviors. The plummeting 
cost of high-quality cameras converges with the recognition of the uses for video in 
organismal biology. Cyberinfrastructure is needed for storing and sharing TB of high-
quality video files (including associated metadata) relevant to this field. 

 Main Points: The specific need is for: 
– Computing infrastructure for hosting VMs to run the back end databases and front-end 

web interfaces for video data and metadata deposition and sharing. 
– Large capacity storage without file-size limitations for storing video data. 

 Independent perspective: The need for archiving and sharing scientific video files are 
apparent across fields, e.g., see response #221. This author makes a strong case that many 
questions in organismal biology necessitate storing and sharing high-resolution files, e.g., 
to analyze specifics of motion, with down-sampled files providing much less usefulness. 

 G. Jacobs 

 Organismal biology needs infrastructure to support data repositories for storing and sharing 
large video files (typically up to 10 GB at the moment; will be larger in the future).  

 Existing data repositories limit the size of individual files and often the durations of uploads 
and downloads are impractically long. Commercial data storage is expensive and does not 
meet the need for archival preservation of video data as would be the goal of dedicated 
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repositories for scientific video. 

 The specific need is for (1) computing infrastructure for hosting VMs to run the back end 
databases and front-end web interfaces for video data and metadata deposition and sharing, 
and (2) large capacity storage without file-size limitations for storing video data. The 
storage system must meet digital data preservation standards for protection of the data.  
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Reference Number 

282 

NSF Directorate(s)/Division(s) 

CISE    

Author(s)/Affiliation(s) 

N. Grijalva, New Mexico State University 
D. Dugas, New Mexico State University 
S. Misra, New Mexico State University 
A-H. Badawy, New Mexico State University 
B. Ormand, New Mexico State University 

Title 

Current and Future Needs Rely More On People Than On Technology 

Main Points 

 T. Dunning 

 People have always been important in science. Yet, somehow, this human element is often 
lost or overlooked with respect to cyberinfrastructure. 

 Research universities often lack enough CI expertise (people) to stay current on CI solutions 
(both on-campus and external); people who can work collaboratively with researchers 
across various disciplines, and are connected with national communities of CI professionals. 

 Lack of enough CI expertise (people) on campus contributes to a lack of computational and 
data (CI) literacy at all levels starting with researchers, but extending to graduate students, 
undergraduates, and the university administration. This lack of CI literacy has a cascading 
impact upon the quality of STEM students graduating from the institution attempting to be 
competitive in their field of study. 

 Need to allow CI experts to be explicitly funded on NSF proposals. This would increase the 
number of CI experts on campuses and help ensure that the proposed research was 
knowledgeable of the latest CI technologies. 

 G. Jacobs 

 We suggest that NSF continues to fund cyber infrastructure, although focusing more on the 
human aspect. While funding hardware will allow smaller schools to build or enlarge their 
computing resources, humans are needed to draw these resources and others together in a 
way that is accessible for the common researcher. Humans are needed to train others in how 
to use the infrastructure as well as maintain it. 
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 Research universities often lack enough CI experts, who work at an enterprise level, to stay 
current on CI solutions (both on-campus and external), who can work collaboratively with 
researchers across various disciplines, and who are connected with national communities of 
CI professionals. 

 The lack of enough CI expertise (people) also contributes to the lack of computational and 
data (CI) literacy at all levels starting with researchers, but extending to graduate students, 
undergraduates, and the university administration.  

 Challenges: 1) how to change culture and policy to incentivize sharing CI resources and; 2) 
ensure that shared CI resources are effective for research needs. The challenge again points 
back to the need to have the right people resources in place that can connect researchers, 
central IT, and university leadership around the priories of STEM research and the 
associated CI technologies.  
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Reference Number 

283 

NSF Directorate(s)/Division(s) 

CISE/OCI BIO   

Author(s)/Affiliation(s) 

A. Ropelewski, Carnegie Mellon University (PSC) 
A. Wetzel, Carnegie Mellon University (PSC) 

Title 

Cyberinfrastructure to Support Microscopy Imaging 

Main Points 

 H. Berman 

 Large data sets are being generated for microscopy and conventional systems are unable to 
manage it. 

 No practical way to analyze, mine, share and interact with data sets. 

 In addition to storage and networking, there is a need to have computational and 
visualization capabilities integrated with the storage. 

 G. Jacobs 

 There is no practical way to analyze, mine, share or interact with large image data sets. 
Specifically, brain imaging is ripe for the creation of a common resource. This 
cyberinfrastructure would store volumetric data, along with essential information about the 
experiment, in a scalable manner. It would also allow researchers to access, interact with, 
and analyze the stored data.  

 The storage of such data sets is expected to grow into the exabyte range and thus will need 
to deal with the capacities, latencies, bandwidths, and processing speeds required by such 
extreme data-driven projects.  

 Networking infrastructure is particularly needed to connect the high-speed networking 
backbone to the lab instrumentation generating the data itself, as a prerequisite to deposit 
and share the data produced by the instrumentation. Point #1 
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Reference Number 

284 

NSF Directorate(s)/Division(s) 

MPS/PHYS CISE   

Author(s)/Affiliation(s) 

S. Anderson, LIGO Laboratory, California Institute of Technology 
P. Brady, LIGO Laboratory, California Institute of Technology 
P. Couvares, LIGO Laboratory, California Institute of Technology 
T. Downes, LIGO Scientific Collaboration, University of Wisconsin–Milwaukee 
R. Fisher, LIGO Scientific Collaboration, Syracuse University 
A. Lazzarini, LIGO Laboratory, California Institute of Technology 
D. Reitze, LIGO Laboratory, California Institute of Technology 

Title 

LIGO Response to NSF CI 2030 RFI 

Main Points 

 T. Agerwala 

 CI requirements for LIGO and its international partners: (a) advanced data transfer, data 
security, and data management capabilities; and (b) open data and science gateway/hub. 

 Also need: (a) collaboration as a service; and (b) tools to support optimization for massively, 
multi-core hardware and for high-throughput computing environments. 

 Need: (a) long-term, sustainable funding; (b) support for integration of emerging 
technologies for scientific discovery; (c) means to sustain a well-trained workforce with 
skills in both the domain and in cyberinfrastructure; and (d) establishment of international 
agreements to address issues of privacy. 

 M. Hildreth 

 The primary CI challenges that face the field of gravitational wave astronomy are: growing 
scale of computational needs, the need for lower-latency data analysis, the need for security 
and identity management across multiple collaborations, and the need for a flexible, 
distributed data and computation system that allows for opportunistic use of computational 
resources. Several specific needs are mentioned: 
– Flexible data management for opportunistic computing. Advanced data transfer, data 

security, and data management capabilities to enable the flexible and seamless sharing 
of both data within GW collaborations and between collaborations, as well as the use 
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of campus, regional, national, and commercial shared computing resources outside the 
collaborations.  

– Software tools to support development and code optimization for high-throughput 
environments and on new heterogeneous hardware. 

– Collaboration tools, such as scientific portals/gateways, and other tools that make 
collaboration easier. Maybe “collaboration as a service” could be useful. 

 Critical need to train and retain CI experts. 
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Reference Number 

285 

NSF Directorate(s)/Division(s) 

BIO CISE   

Author(s)/Affiliation(s) 

G. Conant, North Carolina State University 
M. Becchi, North Carolina State University 

Title 

Extensible, High-Performance Cyberinfrastructure for Enabling Biological Discovery from 
Extreme-scale Sequence Datasets 

Main Points 

 H. Berman 

 Computational tools are needed for using the very large data sets created by sequencing. 

 Non-expert users should be able to employ the power of modern parallel architectures. 

 The solutions developed will need to run on community computing technologies such as 
CPU’s, GPU’s, and other parallel processors. Tight collaborations among computer 
scientists and biologists will be required. 

 M. Hildreth 

 New computational tools are needed that take advantage of recent advances in computing 
(such as accelerator computing and cloud-based services) in a way that allows non-expert 
users to employ the full power of modern parallel architectures in order to analyze 
increasingly-large DNA sequence datasets. 

 Problems such as read/sequence matching and gene network analysis should be amenable 
to implementation on advanced hardware for dramatic speed gains. Ultimately, the 
implementation should be hidden from the user. The NSF CyVerse system could serve as a 
locus for this work. 

 New collaborations between biologists and CI/computer science experts will be necessary 
for these developments. 
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Reference Number 

286 

NSF Directorate(s)/Division(s) 

MPS BIO ENG  

Author(s)/Affiliation(s) 

C. Hendrickson, National High Magnetic Field Laboratory 

Title 

Cyberinfrastructure Needs at the National High Magnetic Field Laboratory 

Main Points 

 M. Hildreth 

 Needs: Higher speed data acquisition, higher speed data transfer across networks, more data 
storage capacity, and better data mining algorithms; Interoperable databases covering areas 
from materials engineering to 3-D protein structures; remote monitoring technology for 
technical processing; better communication for collaboration; archives for journal and other 
technical information. 

 D. Bader 

 In the area of superconducting magnets research, cyberinfrastructure is needed that supports 
higher speed data acquisition and data transfer across networks, more storage capacity, and 
better data mining algorithms. 

 Cyberinfrastructure is needed to make available expansive databases that cover areas that 
range from materials engineering properties to observed human protein forms and three-
dimensional structures. 

 More international collaborations are needed across improved cyber-networks. 

 Better software interfaces optimized for data analysis across every area of physics, 
chemistry, and biology are needed. 

 
  



Summaries of CI2030 Responses 

197 

 

Reference Number 

287 

NSF Directorate(s)/Division(s) 

CISE/OCI    

Author(s)/Affiliation(s) 

M. Norman, University of California, San Diego (SDSC) 
F. Wuerthwein, University of California, San Diego (SDSC) 
S. Strande, University of California, San Diego (SDSC) 

Title 

Toward an Integrated, National Cyberinfrastructure for Data-intensive Scientific Discovery 

Main Points 

 M. Hildreth 

 Proposes an integrated national CI consisting of a federation of regional/national CI assets 
that seamlessly connects research at campuses nationwide with national supercomputing 
centers and commercial clouds, enabling collaboration among scientists across disciplines 
and institutions on resources they own, share, have allocations or buy time on. Based on 
infrastructure that has been built by previous NSF projects. (e.g., the Pacific Research 
Platform). 

 Potential for success based on: CI maturity, especially high speed networking; large 
collaborative science networks; significant resources at the individual campus level that can 
be pooled; and sustained leadership of supercomputing centers to build expertise and build 
and operate the CI itself. 

 Expertise to collaborate, design, and operate advanced CI is lacking and should be 
supported. 

 G. Jacobs 

 We encourage NSF to bring forth a major solicitation that invites leading researchers in a 
data-intensive discipline to join with centers like SDSC, to deliver a disciplinary, national-
scale integrated cyberinfrastructure on behalf of a major research agenda.  

 Elements of such a program would include:  

 Being led by top researchers in a data discipline who are working together with 
supercomputing, networking, visualization and data storage;  

 Data sources and repositories which are distributed on a regional and/or national scale;  
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 Building on top of programs like CC*NIE at each of the campuses, interconnected through 
regional networks to form a common Submission in Response to NSF CI 2030 data/compute 
arena, all interconnected at 10-100Gbps and beyond;  

 Require a strategy for engagement with all of open science to guarantee broader impact of 
the CI developed beyond the immediate boundaries of the primary stakeholders;  

 Inviting NSF directorates to a joint, cross-agency call; funding 2-3 projects at $10-20M/each 
over 5 years, with the potential for a 5-year follow-on. 
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Reference Number 

288 

NSF Directorate(s)/Division(s) 

MPS/AST    

Author(s)/Affiliation(s) 

B. Glendenning, National Radio Astronomy Observatory 

Title 

National Radio Astronomy Observatory Input to NSF CI 2030 

Main Points 

 M. Hildreth 

 Needs: High speed networking to remote locations; long-lasting, high-performance 
software infrastructure that can be optimized for new computer architectures; 
internationally-interoperable data portals that solve sharing and authentication problems; 
appropriate access to large-scale heterogeneous computing for data processing; 
visualization and image extraction techniques that work on petapixel images. 

 Shortage of software engineering and HPC specialists. 

 G. Jacobs 

 Needs: High-speed networking to remote (telescope) locations. To enable high data rate 
observing, 100 Gb class links to remote telescope sites need to be available.  

 Long-duration, high-performance scientific software infrastructure.  

 Fortran based system approaching 40 years old, and a C++ based system approaching 25) 
with hundreds of FTE-years of effort invested, some of it from individuals with very 
particular expertise in the underlying calibration and imaging algorithms.  

 It would be extremely helpful if there was a scientific software middleware that computes 
on complex scientific data structures (not just matrices) in parallel, including I/O, with 
continued porting support as the computing landscape changes. This would allow us to 
concentrate on radio astronomy algorithms while retaining high performance as the 
computing landscape changes from underneath us. 

 Internationally interoperable portals, data flow, and computing resource allocation.  

 HPC Center focus, storage and duration. Our use case is much more high throughput than 
high-performance computing. Our algorithms have relatively low FLOPS/IO ratios, so we 
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need relatively large local high-speed scratch storage compared to typical HPC center 
provisioning.. 

 Some interactive access so that the data processing results can be evaluated before initiating 
the next processing stage is often required. 

 As for permanent (archival) storage, if NSF cyberinfrastructure is to play a role it must be 
possible to make durable agreements over decades.  

 Long-term data accessibility matters involve file formats, versioning, documentation, 
standards, and knowledge embedded in software systems.  

 Visualization and information extraction from multi-peta-pixel multi-dimensional image 
data. We do not have good tools to visualize or extract information from the larger images.. 
We have not yet found a tool from another community (e.g., HEP, GIS) that is suitable for 
our data. (Our in-house software is suitable for smaller, i.e. Gigapixel, images).  
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Reference Number 

289 

NSF Directorate(s)/Division(s) 

GEO    

Author(s)/Affiliation(s) 

R. Signell, US Geological Survey, US Integrated Ocean Observing System 
E. Mayorga, University of Washington, US Integrated Ocean Observing System 

Title 

Going from “Working to Working”: Supporting and Leveraging Existing Successful Frameworks 
for NSF Benefit 

Main Points 

 BIO 

 Summary: Although NSF has developed standards-based frameworks for data discovery 
and access in oceanography and river biogeochemistry, expansion of these to increase their 
robustness and scalability would greatly benefit these fields and also the larger research 
community 

 Main points: A variety of successful programs already in place, developed outside of NSF 
by other government agencies or by commercial companies, is reviewed. However, there is 
a need to integrate and expand these programs into many disciplines of interest to NSF. 
Small investments which could expand current tools, for example to standardize non-
rectangular grids in ERDDAP or NetCDF-Java and THREDDS Data Server, to develop 
end-to-end workflow examples in Jupyter Notebooks, to standardize tools for OOI-CI and 
to develop a fast open source enterprise search platform for pycsw would yield 
disproportionate benefits. Standardized tools for Matlab toolbox development would 
incorporate many more geosciences users who already have Matlab experience. 

 Independent perspective: Expansion of frameworks will support many fields such as 
atmospherics meteorology and hydrology, areas, which also impact biodiversity and 
ecology as well as biogeochemistry. The potential use of new expansions tailored to NSF-
funded priority areas has the benefit of crossing disciplinary and institutional domains. Fixes 
for well-developed currently available frameworks are relatively inexpensive. 

 G. Jacobs 

 Some type of mechanism to fund small projects or even some mechanism by which funding 
could be directed to certain specific tasks (with some criteria for selection and oversight) 
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would be extremely useful (e.g. along the lines of EAGER awards).  

 Investments include: NetCDF-Java and THREDDS Data Server. 

 ERDDAP is an very useful tool for transforming collections of uniform grids and tabular 
geoscience data into standardized services that utilize a RESTful interface, allowing 
interfacing to Python, Matlab, R, web applications and more. 

 Matlab toolbox for access to standardized web services. 

 TerriaJS. This powerful open source framework for web portal development is under heavy 
development and has 250 issues open. Targeting specific issues important for specific NSF 
communities, perhaps through something like BountySource. 

 Ocean Observatories Initiative Cyberinfrastructure (OOI-CI). 
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Reference Number 

290 

NSF Directorate(s)/Division(s) 

CISE/OCI    

Author(s)/Affiliation(s) 

T. Sherwood, University of California, Santa Barbara 
On behalf of the Office of Research 

Title 

Cross-Campus Perspective on Future Needs for Advanced Cyberinfrastructure to Support Science 
and Engineering Research 

Main Points 

 T. Dunning 

 Focuses on cyberinfrastructure to support interdisciplinary research. 

 This research requires: 
– Computing: need to support computations at scale as well as computations needed 

quickly and efficiently. Need to support a hierarchy of computing resources (from 
single node, to small cluster, to large shared parallel systems, to off-campus 
supercomputing) and to make those resources more readily available and easily 
accessible 

– Networking: need secure, efficient and economic communication with collaborators 
around the globe. Most challenging is migration of data of significant scale. 

– Data management and storage: need to support long term data curation and 
preservation, scalable resources for data analysis, and data sharing/editing with revision 
control. 

– Shift from a facilities-oriented model to a services-oriented model. 

 Need to educate potential users on what is available, both locally and nationally, and help 
them understand how modern cyberinfrastructure can help them address their research 
needs. 

 There is a lack of clarity on best practices for funding models that are both sustainable and 
mutually appreciated by both NSF and campus. 

 G. Jacobs 

 The need to shift thinking by both PIs and agencies to a service rather than a facility model 
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of infrastructure (where those services would include a mix of on campus, academic off-
campus, and commercial services) and  

 The need to ensure that the power of this infrastructure is broadly available to researchers 
with a highly diverse set of backgrounds, skills, and attempting to answer as broad a set of 
research questions as possible. 

 A switch from “facility centric” to “service centric” approaches to the use of computing 
capabilities.  

 The second is the emergence of “converged” architectures that bundle computing, storage, 
networking, and security into converged modular units of functionality. 
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Reference Number 

291 

NSF Directorate(s)/Division(s) 

GEO    

Author(s)/Affiliation(s) 

K. Stocks, Scripps Institution of Oceanography 
S. Diggs, Scripps Institution of Oceanography 
M. Lankhorst, Scripps Institution of Oceanography 
C. Peach, Scripps Institution of Oceanography 
I. Zaslavsky, University of California, San Diego (SDSC) 

Title 

Towards an End-to-End Data Ecosystem to Support Oceanographic Research, Education and 
Outreach 

Main Points 

 T. Agerwala 

 Immediate oceanography CI requirement is for sufficient bandwidth to support the 
collection and transfer of at-sea data. 

 Also need support for: (a) comprehensive and machine-crawlable persistent identifiers for 
research products; (b) development and curation of key data products; (c) data quality 
assessment and control and R&D on automated methods; (d) data management training 
integrated into undergraduate and graduate programs; and (e) non-expert access to data 
repositories and tools. 

 Additional support for: (a) end-user testing and training for all community resources and 
tools; and (b) investigation of CI sustainability models, usability, and software development 
models. 

 G. Jacobs 

 A robust foundation of stable, curated data is still lacking in oceanography, and the 
geosciences in general. Many data never reach a repository. This limits scientific progress, 
and contributes to widespread concerns over reproducibility in science  

 Data repositories, even those used and valued by the community, are not always stable. 
Even widely used, high-profile data resources can be lost or endangered as funding and 
program priorities change (e.g. CDIAC). 
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Reference Number 

292 

NSF Directorate(s)/Division(s) 

GEO    

Author(s)/Affiliation(s) 

S. Wang, University Consortium for Geographic Information Science 

Title 

Synergistically Advancing Cyberinfrastructure and CyberGIS to Revolutionize Geospatial 
Discovery and Innovation 

Main Points 

 G. Jacobs 

 The proliferation of geospatial data sources (e.g., remote sensing, sensor networks, 
unmanned aerial vehicles, and social media) create new challenges such as poor or unknown 
data quality, missing metadata, and lack of well-defined sampling schemes. The 
proliferation of these data streams represents a pressing big data problem, thus innovation 
of advanced cyberinfrastructure-enabled geospatial data and software capabilities is 
required to address it. 

 A new breed of undersubscribed cyberinfrastructure resources supporting interactive 
computing with close coupling between web servers and compute nodes are needed. These 
new systems are expected to better support interactive decision-making and collaborative 
problem solving. 

 Data movement to, from, and within cyberinfrastructure is an impediment for many users.  
Increased network bandwidth and user-friendly technologies such as Globus.org help to 
alleviate this challenge, but streamlined policies, technologies, and approaches such as 
cyberGIS may help users bring data to cyberinfrastructure to leverage advanced computing 
and visualization technologies. 

 T. Dunning 

 A new generation of geographic information systems (GIS) has arisen from the integration 
of high-performance and distributed computing, data-driven knowledge discovery, 
visualization and visual analytics, and collaborative problem-solving and decision-making 
capabilities. 

 These new GIS systems will enable a broad range of societal problems involving 
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geospatially heterogeneous and multi-scale changes across the globe, such as population 
growth, competing land uses, interdependencies of critical infrastructures, and accelerated 
resource and environmental degradation, to be addressed. 

 the proliferation of geospatial data sources (e.g., remote sensing, sensor networks, 
unmanned aerial vehicles, and social media) have brought up new challenges such as poor 
or unknown data quality, missing metadata, and lack of well-defined sampling schemes. 

 Need a new breed of undersubscribed cyberinfrastructure resources supporting interactive 
computing with close coupling between web servers and compute nodes to better support 
interactive decision making and collaborative problem solving. 

 Data movement to, from, and within cyberinfrastructure is an impediment for many users 
new to this paradigm, and prohibits broader, widespread use and adoption of 
cyberinfrastructure. 

 Standardized cyberGIS workflows for large geospatial data repositories are important to 
operational programs. 

 Development of the semantics for geospatial big data is a significant domain challenge. 
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Reference Number 

293 

NSF Directorate(s)/Division(s) 

BIO CISE/OCI   

Author(s)/Affiliation(s) 

L. Marshall, University of Luebeck 

Title 

Transfer of Large Data Files 

Main Points 

 H. Berman 

 Investigation of electrophysiological activity during sleep generates large amounts of data. 

 Storage, backup and data sharing are very important. 

 Much more support for University IT will be necessary. 

 G. Jacobs 

 Investigation of electrophysiological activity during sleep requires long recording times (up 
to 24 h with multiple channels and sampling rates > 1 kHz). Aside from storage and 
backups, data sharing is becoming more relevant.  

 Movement of large data sets from local storage to an access point for data sharing is 
becoming more relevant. This data access point we envision is best at the local university, 
since we find it important to know to whom our data will go.  

 To manage this (for each individual data set) on the IT side (together with other maintenance 
procedures, e.g. cybersecurity) additional support for the University’s IT department 
(manpower and financial) would be necessary. 
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Reference Number 

294 

NSF Directorate(s)/Division(s) 

SBE    

Author(s)/Affiliation(s) 

C. Phillips, University of Maryland 

Title 

Integrating Global Language Resources 

Main Points 

 M. Hildreth 

 Many of the world’s 6000 languages are little understood and have no digital resources. 
This is an issue for diplomacy, disaster relief, linguistics, language acquisition, and the 
fundamental building blocks of language itself. 

 Needs: integrated, interoperable resources, with the scope for integrating new material via 
expert contributions and via crowd-sourcing. The resources need to be accessible through 
multiple sources and need to be accessible to users with diverse interests and levels of 
expertise. 

 Sustainability of these resources is crucial given the effort it takes to assemble them. 

 G. Jacobs 

 Integrated, interoperable resources, with the scope for integrating new material via expert 
contributions and via crowd-sourcing. The resources need to be accessible through multiple 
languages, though this could rely on lingua francas, e.g., a Swahili interface could be useful 
for engaging with speakers of many East African languages. Also, the resources need to be 
accessible to users with diverse interests and levels of expertise. 
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Reference Number 

295 

NSF Directorate(s)/Division(s) 

CISE/OCI    

Author(s)/Affiliation(s) 

E. Michielssen, University of Michigan 
S. B. Geva, University of Michigan 
On behalf of Advanced Research Computing 

Title 

University of Michigan Response to NSF RFI on Future Needs for Advanced Cyberinfrastructure 

Main Points 

 T. Dunning 

 Heightened reliance on advanced cyberinfrastructure by researchers from diverse 
backgrounds have intensified the need for sophisticated and integrated hardware, software, 
and network capabilities, expanded computing capacity at all resource tiers, new capabilities 
for interaction and gateway access to resources, and an increased focus on providing and 
developing the human component of the ACI ecosystem. 

 Consumption of ACI resources by University of Michigan (UM) researchers to expand 
significantly over the next 5 years. Growth is expected across all resource tiers and usage 
modalities but especially in the use of public and private cloud resources that enable data-
intensive discovery and engineering. 

 Computational hurdles present in many emerging areas involve (a) requirements for 
executing truly data science- and HPC-concurrent workflows, (b) new modalities for 
support. 

 Developing a broad new paradigm in computing for rare, but disruptive events, such as 
climate and weather science, ecosystems, energetic materials (e.g., catastrophic failure of 
batteries), catastrophic failure of materials and structure, combustion, and many more. The 
challenge is to combine experimental/observational data, computational science, 
probabilistic methods, and finally, a public advocacy role. 

 Special challenges in large-scale data mining, machine learning, and optimization for 
energy systems, transportation, and computational social science. 

 Needed technical advancements include, but are not limited to (i) compute systems for data-
intensive simulations; (ii) infrastructure designed with monitoring in mind; (iii) 
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programmable networks integrated into infrastructure; (iv) infrastructure designed for 
collaborative, distributed use; (v) energy-conscious applications to enable use of the next 
generation supercomputers; (vi) computational frameworks that allow the linking of 
computational models from different fields into one integrated environment; (vii) new 
infrastructure elements to support persistent data collections and researcher identity across 
multiple collaborations. 

 T. Agerwala 

 CI requirements: 
– Expansion of present compute, storage, network, and software resources across all tiers. 
– New systems with advanced technical capabilities: (1) data-intensive simulations; 

infrastructure designed with monitoring in mind; programmable networks integrated 
into infrastructure; collaborative, distributed computing; (2) energy-conscious 
applications; (3) computational frameworks that allow the integration of computational 
models from different fields, standardized validation methodologies and standardized 
visualization techniques, new infrastructure elements for persistent data collections, 
support researcher identity across multiple collaborations; (4) high- level testbed 
problems that realistically represent each grand engineering challenge being 
considered. 

– Learning and workforce development. 
– Sustainability of software created as part of research projects. Funding: Link awards for 

accessing compute and storage resources (including expertise for their usage) with 
funding for research projects. 
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Reference Number 

296 

NSF Directorate(s)/Division(s) 

CISE/OCI    

Author(s)/Affiliation(s) 

R. Moses, The Ohio State University 

Title 

Ohio State University Institutional Response 

Main Points 

 T. Dunning 

 Continuing challenge is how to accommodate growing demand and how to provide 
computational resources and data science expertise to a growing user community, and to 
support both the physical and human expertise infrastructure to researchers, especially 
early-career researchers. 

 The need for pervasive small- and medium-scale cyberinfrastructure are more difficult to 
meet with established practices and current funding models. 

 Research groups need access to shared services specializing in experimental design, data 
management, data analytics, learning algorithms, and similar topics. 

 Mechanisms to support permanent research scientists who can provide both expertise and 
training about modern cyberinfrastructure tools to disciplinary researchers, especially early-
career researchers, would benefit the research community. 

 NSF could provide benefit to researchers by providing leadership within the federal 
government on the special needs of researchers, and by considering appropriate exemptions 
or broad definitions to research data security in emerging implementations and applications. 

 T. Agerwala 

 CI needs: 
– Funding/organization: (a) Mechanisms to support permanent research scientists that 

possess both the technical skills and the domain knowledge. (b) Dissemination of the 
results of curriculum experiments (to train researchers in the use of modern 
cyberinfrastruct and assemble the produced training materials. (c) Continue to define 
and refine public access needs research data repositories, and provide resources to 
support those needs. (d) Provide leadership within the federal government on the special 
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needs of researchers, by considering appropriate exemptions to research data security 
in emerging implementations and applications. 

– Better “portals” to simplify user’s access to complex systems. 
– Address the problem of sustainability of open-source software. 
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Reference Number 

297 

NSF Directorate(s)/Division(s) 

GEO    

Author(s)/Affiliation(s) 

C. Paris, University of Miami (Rosenstiel School of Marine and Atmospheric Science) 
B. Kirtman, University of Miami (Rosenstiel School of Marine and Atmospheric Science) 
N. Perlin, University of Miami (Center for Computational Science) 
A. Vaz, University of Miami (Rosenstiel School of Marine and Atmospheric Science) 
I. Berenshtein, University of Miami (Rosenstiel School of Marine and Atmospheric Science) 

Title 

Connectivity Modeling System: A Virtual Tracking Framework for Interdisciplinary Lagrangian 
Applications 

Main Points 

 R. Loft 

 “[W]e have developed an integrated approach to this complex problem [of predicting the 
3D motion of particles suspended in fluids] by creating an open-source toolbox, the 
Connectivity Modeling System (CMS).” 

 “The CMS has an estimate of >1000 users who downloaded the code since it was published 
in 2013.” 

 “The solution for the present constrains [of CMS] will entail the participation of experts 
from distinct disciplines, as well as the development of a robust and efficient system 
software and applications.” 

 Recommendation: 
– “These limitations could considerably be resolved with a comprehensive technical and 

scientific approach to advance the structural development of the [modeling] resources 
and cyberinfrastructure.” 

 G. Jacobs 

 A common challenge among a range of disciplines is the accurate prediction of the three-
dimensional motion of properties, organisms and/or particles in fluids at various scales 
(millimeters to kilometers) and media (air and water). 

 The CMS model code has multidisciplinary relevance and application, and could become a 



Summaries of CI2030 Responses 

216 

national resource for Lagrangian modeling approach. It is well-documented and has 
transparent structure facilitating customization, for both public-domain use and custom-
built applications.  

 There is a number of factors that currently limit wider use of the CMS by the community, 
and that could be considerably improved with further model improvement and structural 
development of the resources and cyberinfrastructure, as outlined below.  

 These limiting factors could be sorted into different groups as follows: 1) code optimization, 
2) post-processing package development, 3) code and model results sharing challenge, 
maintaining high security when required, 4) providing high redundancy of the code and the 
results.  
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Reference Number 

298 

NSF Directorate(s)/Division(s) 

CISE    

Author(s)/Affiliation(s) 

C. Koehler, NumFOCUS 
M. Turk, National Center for Supercomputing Applications, NumFOCUS 
G. Helfrich, NumFOCUS 
A. Terrel, NumFOCUS 

Title 

Building Castles on Sand: Risks to Scientific Research Posed by a Lack of Sustainable Open 
Source Scientific Software 

Main Points 

 G. Jacobs 

 Three major challenges to the sustainability of software are: 1) the funding mechanisms to 
support the ongoing maintenance and improvement of existing software, 2) the development 
of software as a research endeavor, and 3) the trajectory of the careers of those who develop 
and support research software. 

 Creating and maintaining scientific software is a fundamental research endeavor, and those 
who participate in creating and maintaining this software need to be funded and given 
academic and professional credit commensurate with conducting and publishing core 
research. This requires mechanisms to help advance the careers of researchers who 
contribute to scientific computing software. 

 Relying almost entirely on unpaid volunteer and student labor creates instability over time 
for critical scientific software projects. 

 Current funding and support structures are not well adapted to support sustainable software. 

 Current infrastructure does not approach scientific software development as a legitimate 
research endeavor in and of itself. 

 T. Dunning 

 Creating and maintaining scientific software is a fundamental research endeavor, and those 
who participate in creating and maintaining this software need to be funded and given 
academic and professional credit commensurate with conducting and publishing core 
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research. 

 Identified three major challenges to the sustainability of software: 
– Lack of funding mechanisms to support ongoing maintenance and improvement of 

existing software. 
– The fact that the development of software is not seen as a research endeavor. 
– The lack of career paths for those who develop and support research software. 

 Recommendations: 
– Current funding and support structures are not well adapted to support sustainable 

software. Ways must be found to identify, recognize, and fund expert-level labor to 
ensure the creation of high-quality, sustainable scientific computing software—and thus 
to ensuring reproducible, useable scientific research. 

– The entire software development, creation, maintenance and evolution life cycle must 
be taken into account. 

– Need to recognize the development of scientific software as a legitimate research 
endeavor and reward it accordingly. 
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Reference Number 

299 

NSF Directorate(s)/Division(s) 

GEO ENG CISE  

Author(s)/Affiliation(s) 

P. Maechling, University of Southern California 
R. Taborda, University of Memphis 

Title 

The Role of Advanced Computing in Earthquake System Science Research 

Main Points 

 T. Agerwala 

 Earthquake system science research has a full spectrum of computing needs (data intensive 
and compute intensive). NSF must provide: (a) access to exascale computing when available 
and (b) continued development of workflow tools to make simulations tractable. 

 Need support for: (a) user-friendly tools to store and retrieve time series and intensity data 
and (b) hosting and distribution of simulation data. 

 Need training and support of qualified personnel to develop software that can fully utilize 
future computers. 

 R. Loft 

 “SCEC’s earthquake system science research program has a full spectrum of computing 
needs …and each of these areas requires specialized software.” 

 “High frequency deterministic earthquake ground motions simulations currently require 
over 100,000 CPUs or 10,000 GPUs for 12-24 hours. Full 3D tomography methods used to 
develop improved regional earth structure models are constrained by disk storage, requiring 
hundreds of terabytes for each of dozens of iterations. Physics-based seismic hazard model 
calculations require the coordinated execution of an ensemble of hundreds of millions of 
loosely coupled earthquake reciprocity calculations over a period of weeks.” 

 Recommendations: 
– “NSF should … increase their portfolio of advanced computing capabilities” 
– “The NSF advanced computing portfolio should: (a) provide a balance of scientific 

software, compute-intensive, and data intensive capabilities, (b) be matched by 
programs that train, mentor, and support the scientific and computing personnel 
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required to make effective use of these tools.” 
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Reference Number 

300 

NSF Directorate(s)/Division(s) 

CISE    

Author(s)/Affiliation(s) 

M. Ferris, University of Wisconsin 

Title 

Optimization and Data Science, Computer Sciences, Mathematics, Industrial and Systems 
Engineering 

Main Points 

 T. Dunning 

 Need to develop end-to-end strategies for data collection, analysis, management, privacy, 
security, visualization & decision-making. Challenges with effectively using massive 
amounts of data being generated/collected today. 

 Research challenge: draw together the data science community, and extensive scientific 
collaborations between scientists and other communities, and enable the application of 
fundamental mathematical research on optimization, machine learning & data science to 
solve practical problems. 

 Requires focusing efforts in: 
– Mathematical foundations, modeling, algorithms, optimization & machine learning 
– Database management and high throughput processing 
– Privacy and security 
– Applications in science & technology, energy, the environment, agriculture, 

biomedicine & healthcare 

 Requires coordination of data analytics efforts 

 Other considerations 
– Every university needs a capability to collect large amounts of data from existing data 

sources and from mining new sources. 
– Need a suite of tools that help pose appropriate questions of that data and augment this 

by tools that do inference, learning and other data knowledge tasks. 
– Need to develop in-house capacity to turn these tools into applications, and in-house 

capability to visualize and summarize the things we need to learn and extract. 



Summaries of CI2030 Responses 

222 

 G. Jacobs 

 A large number of researchers build various utilities and generate expertise for specific 
domains without using sophisticated analysis tools, or harness the power of statistics, 
mathematics and computer science to build, maintain and enhance our capabilities.  

 By coordinating our Data Analytics efforts, we will better leverage one another’s 
contributions, help attract better faculty candidates, increase our visibility and impact on 
among potential industrial sponsors and affiliates, putting us in a great position to establish 
a new knowledge and industrial strengths in these area. 

 Needs: to augment faculty with support groups of staff members and train the next 
generation of interdisciplinary data scientist practitioners. Much of the required work needs 
expertize that is not in the skillset (or time constraints) of a faculty members or teachers 
buts needs a level of programming skill and familiarity with a suite of computational tools 
that must be fostered in (permanent) skilled support staff. This is a critical need and needs 
immediate investment.  
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Reference Number 

301 

NSF Directorate(s)/Division(s) 

MPS/CHM MPS/DMR   

Author(s)/Affiliation(s) 

J. Dieterich, Princeton University 

Title 

Cyberinfrastructure for Computational Chemistry – The Importance of Sustainable Development 
Practices 

Main Points 

 T. Dunning 

 The software ecosystem in computational chemistry is very diverse, ranging from codes 
scaling very well to memory-intensive, I/O intensive codes with very limited scalability. To 
address this issue, a two-pronged approach is necessary: maintaining a diverse computing 
infrastructure tailored for the different requirements, while simultaneously maintaining and 
extending legacy codes and addressing their most severe limitations. 

 The later requires that resources and training be provided for the researchers involved in 
software development. The new codes must be designed to follow best practices in the field, 
maximizing their portability to future computer architectures. Nothing less than a cultural 
shift needs to happen, where scientists acquire a strong background in sustainable code 
development / best practices, and following them becomes mainstream. 

 G. Jacobs 

 The software ecosystem in computational chemistry is very diverse, ranging from codes 
scaling very well with the number of processing cores to memory-intensive, I/O intensive 
codes with very limited scalability. A two-pronged approach is necessary: maintaining a 
similarly diverse computing infrastructure tailored for the different requirements on the one 
hand, while maintaining and extending legacy code bases and addressing their most severe 
limitations on the other. 

 New code bases must be designed to follow best practices in the field, ensuring their 
portability for future research generations. Nothing less than a cultural shift needs to happen, 
where scientists acquire a strong background in sustainable code development / best 
practices, and following them becomes mainstream. 
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Reference Number 

302 

NSF Directorate(s)/Division(s) 

MPS/CHM MPS/DMR BIO CISE 

Author(s)/Affiliation(s) 

N. Lewinski, Virginia Commonwealth University 

Title 

Optimizing Information Extraction and Knowledge Generation 

Main Points 

 H. Berman 

 Methods for sharing data need to be enhanced and new methods need to be developed. 

 As labs move more towards the use of electronic notebooks, cyberinfrastructure must grow 
to support this. 

 G. Jacobs 

 Methods of sharing data need to be enhanced and new methods need to be adopted. I believe 
it is only a matter of time until more labs move towards real-time data transfer to electronic 
laboratory notebooks or online data repositories. 
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Reference Number 

303 

NSF Directorate(s)/Division(s) 

CISE/OCI    

Author(s)/Affiliation(s) 

M. Beck, University of Tennessee 
T. Moore, University of Tennessee 

Title 

Creating A Globally Scalable, Converged ICT Infrastructure 

Main Points 

 D. Lifka (Cornell) 

 Proposes a new research challenge for future national CI, particularly around 
access/analysis of distributed data: “Creation of a global, converged (general) ICT 
infrastructure that exhibits deployment scalability characteristics that we associate with the 
internet.” 

 Research Challenge: The management of time sensitive positioning and encoding/layout of 
data relative to its intended users and the resources they can use. 
– Size of data objects can be large. 
– Users of data are widely geographically distributed. 
– Data can be time sensitive, e.g., from remote sensors. 
– Data are often multidimensional and complex. 
– “Second order” data are also highly valuable. 
– CI solution must support interoperability and multidimensional scalability. 

 CI needed to address research challenge: 
– A unifying abstraction layer on which storage, networking and processing can all be 

built in persistent memory/storage buffer or block. 

 G. Jacobs 

 A fundamental problem facing nearly every field in the new era of data intensive science 
and engineering falls under the heading of “data logistics,” i.e., the management of the time 
sensitive positioning and encoding/layout of data relative to its intended users and the 
resources they can use.  
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 Challenges: 1) the size of the individual data objects can be large, and certainly collections 
of them are often immense; 2) the users (both actual and potential) are highly distributed, 
geographically and socially, with widely varying degrees of access to suitable network 
bandwidth; 3) in some communities (e.g. remote sensing), new data are constantly flowing 
in, so that user and community collections frequently need to be updated from remote 
sources; 4) the data are often multidimensional and complex; 5) rounds of “second order” 
data distribution are often desired for highly valued data products generated by users at 
network’s edge; 6) and finally, any proposed cyberinfrastructure solution must support the 
kind of interoperability and multidimensional scalability that is required for long-run 
sustainability. 
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Reference Number 

304 

NSF Directorate(s)/Division(s) 

GEO    

Author(s)/Affiliation(s) 

C. Romsos, Oregon State University 
K. Watkins-Brandt, Oregon State University 
J. Nahorniak, Oregon State University 

Title 

The Regional Class Research Vessel Program’s Response to NSF CI 2030 

Main Points 

 T. Agerwala 

 Advance Nation’s ocean research enterprise through better “data presence,” leveraging 
extra-vessel human and computational resources. Need to augment bandwidth and develop 
more efficient communications protocols, methods, and workflows. 

 Need to provide on board computing clouds that are compatible with off-shore clouds. 

 Need to understand trade-offs between security and stability and end-user flexibility. 

 R. Loft 

 The Regional Class Research Vessel Program (RCRV) ... [provides a] model for “data 
presence” [and] is an example of a holistic view of future needs for innovative 
cyberinfrastructure to advance the Nation’s ocean research enterprise.” 

 Besides the need for more bandwidth at sea (see also: Feldman, Applegate, etc.), cites “[the 
need for] more efficient communications protocols, methods, and workflows for leveraging 
the excess computational capacity onshore…” 

 Recommendation: 
– “It would be helpful to conduct a formal bandwidth cost-benefit analysis for 

oceanographic research ships.” 
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Reference Number 

305 

NSF Directorate(s)/Division(s) 

MPS/PHYS    

Author(s)/Affiliation(s) 

J. Drake, University of Maryland 

Title 

Computational Plasma Physics 

Main Points 

 M. Hildreth 

 Exploring magnetic reconnection with particle-in-cell codes with appropriate electron and 
ion kinetic scales in three dimensional simulations requires interconnected computation on 
100s of thousands of cores and 10s of millions of node hours. 

 G. Jacobs 

 The exploration of particle acceleration during magnetic reconnection requires the use of 
kinetic simulation approaches, with the most advanced being the use of particle-in-cell 
models. The challenge is the adequately separate electron (the electron skin depth and 
Larmor radius) and ion (the ion inertial and Larmor radius) kinetic scales from the 
macroscale size of a system. 

 Computational platforms with 100's of thousands of cores running for 10's of millions of 
core-hours are required to take the next steps for understanding particle acceleration and 
transport during magnetic reconnection. 

 
  



Summaries of CI2030 Responses 

230 

 

Reference Number 

306 

NSF Directorate(s)/Division(s) 

CISE/OCI    

Author(s)/Affiliation(s) 

J. Cheetham, University of Wisconsin–Madison 
On behalf of Office of CIO 

Title 

The Role of Advanced Computing in Driving Research Innovation at the University of 
Wisconsin–Madison 

Main Points 

 T. Agerwala 

 Cyberinfrastructure needs to address big research questions and challenges. 

 Need HPC (high performance computing), HTC (high throughput computing), and 
accelerator resources, high memory computing, and the ability to move large data sets from 
local storage to remote computing resources. 

 Other needs: (a) innovations in theory, algorithms, and computational strategies, and (b) 
development of HPC tools for numerical partial differential equations that run efficiently 
(~100,000 or greater number of cores). 

 G. Jacobs 

 The availability of resources for both high performance (HPC) and high throughput 
computing (HTC) is currently a limiting factor for UWMadison researchers in a number of 
fields.  

 Making use of large-scale computing at the petaflop to exaflop scale will depend on highly 
scalable algorithms for simulations in material science. Development of HPC tools for 
numerical partial differential equations (e.g., pressure-Poisson, hyperbolic systems for level 
set advection, and even parabolic system describing chemical and energy transport) would 
significantly benefit scientific and engineering efforts in general. 
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Reference Number 

307 

NSF Directorate(s)/Division(s) 

GEO    

Author(s)/Affiliation(s) 

E. Law, Jet Propulsion Laboratory, Earth Science Information Partners 
C. White, ESRI, Earth Science Information Partners 
B. Caron, Earth Science Information Partners 
S. Beaulieu, Woods Hole Oceanographic Institution 
W. Bishop, University of Tennessee 
J. Bowring, College of Charleston 
S. Bristol, US Geological Survey 
D. Jones, StormCenter Communication 
L. Hsu, U. S. Geological Survey 
S. Scott, Ronin Institute 
E. Robinson, Earth Science Information Partners 

Title 

Earth Science Information Partners, Vision for the Future of Cyberinfrastructure 

Main Points 

 R. Loft 

 “Our vision for Cyberinfrastructure is a collaborative environment/infrastructure with 
analysis, modeling, and visualization capability for integrated study, with a culture where 
sharing is rewarded and rewarding.” 

 Earth Science Information Partners (ESIP) sees four challenges: 
– “[O]vercoming technical, institutional, and cultural barriers for … interdisciplinary 

research;” 
– “[B]uilding semantic understanding across different research communities seamlessly;” 
– “[T]aking advantage of the analytical resources available through big earth science 

data;” and 
– “[Providing] better support for research code and information provenance to improve 

and expedite research reproducibility.” 

 Recommendations: 
– [Provision cyberinfrastructure to] support for data driven knowledge development via 

collaborative analytics and visualization. 
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– Leverage existing infrastructures and opportunities for partnering instead of duplicating 
or creating competing resources. 

– [Address the] need is for project support and sustainability, to transition projects into a 
next funding phase as appropriate. 

– [Take] a multidisciplinary approach to cyberinfrastructure training to support current, 
as well as future researchers. 

 G. Jacobs 

 Collaborative Resources for Analytics: Advancement requires architecture, development, 
research and operation of scalable data and software infrastructures that address challenges 
presented in the entire science data and software lifecycle (from collection, through long-
term management, discoverability, distribution, processing, analysis, visualization, and 
curation).  

 Specific technical advancements needed in such cyberinfrastructure include: information 
modeling (e.g., using semantic technology), advanced discovery and exploratory analytics 
(e.g., using natural language processing, pattern recognition), cognitive computing (e.g., a 
combination of automation, machine learning), advanced analysis tools and visualization 
(e.g., immersive, interactive visualization), and the ability to sustain and enhance these 
resources over time 

 We suggest the NSF consider an approach that supports research into research software 
ecosystem and its impacts across the breadth of funded activities and that bridges the 
public/private communities to encourage new sustainability practices.  

 NSF programs like SBIR-STTR or the supported I-Corps provide frameworks for migrating 
research activities into industry.  

 This may also include new funding vehicles and models between the NSF and universities, 
between funded research groups or between industry partners, the NSF and research groups 
to allow for ongoing support to those projects that are operational within the research 
community and that are not well-served by traditional grant funding opportunities. 
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Reference Number 

308 

NSF Directorate(s)/Division(s) 

CISE/OCI    

Author(s)/Affiliation(s) 

C. Crittenden, University of California, Berkeley (CITRIS) 
P. Schmitz, University of California, Berkeley (Research Computing) 

Title 

Cyberinfrastructure: Machines, Networks, Software, and People to Meet Research Needs Through 
2030 

Main Points 

 M. Hildreth 

 Universities face many challenges: the training of CI professionals, the provision of local 
computational resources for their researchers, the provision of CI professional/consultants 
to enable research, and the need for inter-campus partnerships. 

 Greater investment in CI consulting personnel and other engineering support staff, and 
heterogeneous computing is essential for research advancement on campuses and in all 
research areas. 

 Better tools for data are needed to address curation, archiving, de-accessioning and 
provenance tracking. 

 Better solutions for cybersecurity are needed. 

 G. Jacobs 

 Campus cyberinfrastructure must be prepared to support greatly expanding enrollments in 
computer science classes, especially in entry level data science courses.  

 Hybrid solutions (e.g., leveraging cloud resources) may apply in some cases, and local or 
national resources may provide solutions for certain courses; NSF must support ongoing 
research into scalable, sustainable models to support this kind of instruction.  

 Many research institutions are addressing the long-standing tension between a federated 
model vs. a shared/centralized model.  

 Workforce development is necessary. 

 Campuses need to address overhead rates associated with services such as cloud computing 
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and storage. University of Washington has removed the overhead on cloud services, to treat 
those more like capital expenditure on computing and storage equipment. NSF should 
consider providing incentives to organizations to make this a more common pattern. 
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Reference Number 

309 

NSF Directorate(s)/Division(s) 

BIO    

Author(s)/Affiliation(s) 

M. Miller, University of California, San Diego 
M. O’Leary, Stony Brook University 

Title 

Cyberinfrastructure for Assembling the Tree of Life 

Main Points 

 H. Berman 

 To assemble a Tree of Life requires having tools to acquire, discover, share and assemble 
large amounts of genomic and phenomic data. 

 Access to community codes for data analysis on computational resources that scale to the 
large and growing needs is required. 

 Models for sustaining existing Cyberinfrastructure are underdeveloped. 

 D. Bader 

 In the area of understanding evolutionary histories, data acquisition and analysis requires 
cyberinfrastructure tools and software that support the acquisition of DNA sequence data 
and phenotype data, and link data discovery with improved algorithmic tools for 
phylogenetic inference run on scalable computational resources. 

 CIPRES resource provides singular access to contemporary algorithms including those that 
incorporate stratigraphic data to estimate the times of major events in the history of life. 

 Needed specific tools include those that help with acquisition, discovery, sharing, and 
assembling phenomic data. 
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Reference Number 

310 

NSF Directorate(s)/Division(s) 

CISE/OCI    

Author(s)/Affiliation(s) 

E. Dart, Lawrence Berkeley National Laboratory (ESNET) 

Title 

Cyberinfrastructure for Data-intensive Science 

Main Points 

 T. Agerwala 

 Data analysis, data management, data movement, and data storage and archiving are a 
common set of challenges across different fields of science and engineering. Need a whole-
ecosystem approach. 

 Need to build high-performance, scalable data services and capabilities on a platform with 
interoperable software that effectively ties the experiment, the Science DMZs, the networks, 
and the HPC center together into a coherent whole that is easy to use and sustainable. 

 Need to codify and formalize the profession of “cyberinfrastructure engineering.” The 
skillset includes network engineering, network and systems security, programming, data 
analysis, and (critically) verbal and written interpersonal communication. 

 G. Jacobs 

 A critical need exists for data transfer, data sharing, and data storage. These needs can be 
addressed by a relatively small number of cyberinfrastructure components and services, and 
their broad deployment will help a large number of scientists in a wide variety of fields. 

 The workforce that will build and operate these capabilities is a key component of their 
success. This profession needs to be codified and formalized so that the people who work 
in it have a career path that makes investing in the necessary multidisciplinary expertise 
worthwhile. 

 Workforce diversity efforts must continue. 

 In order for cyberinfrastructure to be adopted by scientists, it must be sustainable. There are 
good examples of projects where funding is structured so that the project is sustained after 
the initial funds to build it are exhausted. These methods and structures should be codified 
and strengthened, and best practices communicated and followed. 
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 R. Loft 

 Hypothesizes that “a whole-ecosystem approach to solving these data challenges is 
required.” 

 “It is difficult to build something long-lived in the fast-paced world of science and 
engineering.” 

 Elements of the “whole-ecosystem” approach include: 
– Building on the success of the CC* and DIBBs programs; 
– Integrating HPC capabilities to the data ecosystem, including campus, regional and 

national capabilities; 
– Making computing and data capabilities easier to use; 
– Developing and sustaining the professions which span the traditional gap between 

science and cyberinfrastructure; and 
– Continuing efforts to diversify the scientific workforce. 
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Reference Number 

311 

NSF Directorate(s)/Division(s) 

MPS/AST    

Author(s)/Affiliation(s) 

A. Tchekhovskoy, University of California, Berkeley 

Title 

Massively Parallel GPU Computing Addressing Extreme Scale Separation in Astrophysical 
Systems 

Main Points 

 M. Hildreth 

 Ten orders of magnitude in length scales are important in simulating the interaction of a 
galaxy with a massive black hole at its center. 

 GPUs can outperform standard CPUs by at least an order of magnitude in magnetized fluid 
dynamic computations. 

 Investment in the next generation of interconnects enabling interconnected GPUs will be 
critical to ensure appropriate parallel performance. 

 A long-term plan for a sustainable replacement to Blue Waters is necessary for this work. 

 R. Loft  

 “[T]he ever-increasing power of GPUs will make it possible to mount direct attacks on the 
problem of black hole feeding and feedback.” 

 Recommendations (in reference to leadership-class systems, i.e., the Blue Waters 
successor): 
– “[F]orm focus groups of key users and explore the challenges of porting the codes to 

new architectures and efficiently using these architectures.” 
– “[Establish] an online resource that would summarize the best practices…” 
– “[S]eparate CPU- and GPU-based partitions might be a model of a successful hardware 

architecture compromise that allows diverse community of researchers take advantage 
of the system.” 
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Reference Number 

312 

NSF Directorate(s)/Division(s) 

ENG    

Author(s)/Affiliation(s) 

D. Laefer, New York University 

Title 

Perceived Needs for Big Remote Sensing Data in Urban Contexts 

Main Points 

 M. Hildreth 

 Massive 3D point cloud datasets are difficult to analyze/query because of the manner in 
which they are stored, the lack of appropriate analysis techniques, and the lack of 
appropriate hardware that can process them. 

 Needs: scalable means to query remote sensing datasets, robust means for change detection 
in remote datasets, flexible and scalable data indexing and storage concepts that would 
support the rich existing public datasets. 

 T. Agerwala 

 CI needs: 
– Scalable means to query remote sensing data sets. 
– Robust means for change detection in remote sensing data sets. 
– Flexible and scalable data indexing and storage concepts to support plethora of public 

sector data sets including full waveform laser scanning data sets, other signal type data 
sets, and hyperspectral data. 

– Extensive datasets remain archived but unused; encourage applicants to propose 
projects leveraging these existing resources. 
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