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Abstract

With GPUs readily available that can calculate gradients reasonably fast, the main bottleneck in training AI models is the "IO" speed. Most big data is accessed over a network, not locally. Training a model from data on a local SSD and accessible via PCIe is many times faster than the same over a network.
Question 1 (maximum 400 words) – Data-Intensive Research Question(s) and Challenge(s). Describe current or emerging data-intensive/data-driven S&E research challenge(s), providing context in terms of recent research activities and standing questions in the field. NSF is particularly interested in cross-disciplinary challenges that will drive requirements for cross-disciplinary and disciplinary-agnostic data-related CI.

We are collecting huge amounts of data and have been innovating in the AI space for commercial applications, but getting data pre-processed and to the GPU efficiently can be a daunting task (pipeline optimization) and sometimes not possible at reasonable costs to many researchers or companies. Data stored on SSDs and accessible over a PCIe bus is many times faster for training a model than trying to do it on "the cloud". This really limits the progress that can be made and ends up with us dumping a lot of time into trying to optimize IO pipelines and data formats.

Question 2 (maximum 600 words) – Data-Oriented CI Needed to Address the Research Question(s) and Challenge(s). Considering the end-to-end scientific data-to-discovery (workflow) challenges, describe any limitations or absence of existing data-related CI capabilities and services, and/or specific technical and capacity advancements needed in data-related and other CI (e.g., advanced computing, data services, software infrastructure, applications, networking, cybersecurity) that must be addressed to accomplish the research question(s) and challenge(s) identified in Question 1. If possible, please also consider the required end-to-end structural, functional and performance characteristics for such CI services and capabilities. For instance, how can they respond to high levels of data heterogeneity, data integration and interoperability? To what degree can/should they be cross-disciplinary and domain-agnostic? What is required to promote ease of data discovery, publishing and access and delivery?

Again -- there is a lot of data out there but the speed of access is painfully slow when stored on the cloud....severely limiting progress on model training and exploring data. But then it’s extremely inefficient to have to store data on drives physically connected to the machine with the training hardware, or sometimes not realistically feasible at all since most data stored on the cloud can be much larger than local available storage. Prefetching data with parallel input pipelines is not the solution and does not overcome IO/network delays.

Question 3 (maximum 300 words) – Other considerations. Please discuss any other relevant aspects, such as organization, processes, learning and workforce development, access and sustainability, that need to be addressed; or any other issues more generally that NSF should consider.
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