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NCSA: A
provadnng U.S. reseal
commumity with:

* CyberResources
* CyberEnvironments
* Innovative Systems
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* Distributed Memory Clusters
— Dell (3.2 GHz Xeon): 16 Tflops
— Dell (3.6 GHz EM64T): 7 Tflops
— IBM (1.3/1.5 GHz Itanium2): 10 Tflops

e Shared Memory Clusters
— IBM p690 (1.3 GHz Power4): 2 Tflops
— SGI Altix (1.5 GHz Itanium2): 6 Tflops

* Archival Storage System
— SGl/Unitree (3 petabytes)

* Visualization System

— SGI Prism (1.6 GHz Itanium2+
GPUs)
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Distribution ; ? Resources by

Discipline @v2005 through Juky
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Cyberemviinonments

Wrnat are Cyberenvironments?

® Cyberenvironments are ...

— Integrated software environment
® GUIls/portals appropriate for a scientific community
Workflow, data management, analysis, visualization, ... tools
* Collaboration tools
* Scientific and engineering applications
* Middleware, web services, ...
— Designed and built to meet the needs of a scientific community

— Persistent, robust, and supported

® Cyberenvironments will ...

— Dramatically reduce barrier to use of cyberinfrastructure by
providing convenient “point-and-click” interface to cyber-
Infrastructure resources and services

— Broaden access to and use of cyberinfrastructure N
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Innovatiive: Compuliiing Systenss
Advanced Computers of the Future

* Faltering Terascale Technologies
— Increasing power and cooling demands as frequency increases

— Uneven progress in subsystem technologies (processor, memory
bandwidth and latency, communications bandwidth and latency)

— Fall off in “Moore’s Law” gains; increasing cost of Fabs

* Technologies for Petascale Computing

— Low power processors
* |Low performance — need unprecedented scalability (100,000s proc.)
* Need ability to recover gracefully from processor loss (few per day)
— Multicore chips
* Need to address number of issues: scalability, memory access, ...
— Field Programmable Gate Arrays (FPGAS)
® Capabilities increasing rapidly — riding silicon technology curve
* Need efficient software development tools N
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lIinnevatkive: (Cmi_rj_mmﬁm@ Systiens
Innovative Systems Laboratory

* Exploratory Development Platforms
— Cray XD1
® Dual cores and FPGAS
— SGI Altix
® Dual cores and FPGAS
— Other platforms: TBD

* Applications Software

— Multidisciplinary software development teams
* Computational chemistry
* Computational biology and bioinformatics
* Computational materials science
® Others: TBD
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'%/NLCSA | Innovation to Enable Discovery

NCSAs guiding mission is to enable
new disaowveries by

leading the way in developing and
deploying an advanced
oyberinfiastucun for sdenm and

engineering. The center
prowvides the U.S. msearch
oommunity with:

= (yber-msounes: mome than
40 terbytes of high-end
computing power, induding
Linux dusters and an 561
Altix SMP system;

» [yhememvimnments: resarch
emdronmants that make all
the tmols, applictions, and
resounes of an advancad
oyberinfastuctue easily
availabls from the deskiop;

= Innovative systems 3 commitmeant
1o working with experimental
systems and to pushing bayond
what’s avaiable now to batter
serve sCience,

NEBA Cybher-resourocas
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Linux
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Diedll PowerEdlge 1750

Computational

aohamistryhiology

appllications

commonly usad on NEBA systams

Quantum Chemistry
Gewssin 8, Goussian(3, MESII, ADF200(.7, CrysinlDd, DMold 4.0 GAMESS-Newld, Joguerd. 3050, Molosh,
Rolpra2 0.6, Nl Chem &7, OChem 1.2, VASP, WS =k2K.04

Molecular Mechanics and Dynamics
Amber 8.0, CHARRM Barvard, CHARMmCZ1 53, Discover D80, COMPASS 4.0, Cromacs 1.3, Macromadal 7.0,

Moldy, MAMD, OFF L0

Bloinformatics and Database

CAP3, Mriayes, Fep, Blast, Clustals, Hmmer, HTRlash, MCED Blact, MPT Biast, FastDMAML, Senls, 050
Graphics Interface and Molecular Builder

Cerius? 4. 205, Crystol Builder §.0, TNSIGHT-II, Polymeruilder 4.0, Surface Builder 4.0, Rolden 4.0,
NS Nanood 1.0, Pymol, VRO

HCSA Number of Users by Discipline

‘ MCSA Resource Use by Discipline
FY2005

1,255 Users

Physics 60

s . Chemistry 199

N
Astronomy 99

Materials
Reseanch 120

Mathematical Sclemce 22
' Mology 184

534,000,000 NU Delivered 1 s ognatest to 1 cray x-4p sesr




