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Letter of Transmittal

September 28, 1981
My Dear Mr. President:

I have the honor of transmitting to you and through you to
the Congress the Twelfth Annual Report of the National
Science Board—Only One Science.

As the title implies, this Reportis a departure from previous
ones. In a narrative form it tells about scientific research
and describes how the results of such research affect and
benefit society. The Report does not make specific policy or
budget recommendations.

The introduction to the Report quotes Louis Pasteur: ““There
is Only One Science and the application of science, and these
two activities are linked as the fruit is to the tree.”” The
Board believes that this is true. We also believe that it is of great
importance for all Americans to appreciate how research,
technological development, and human welfare are inevitably and
necessarily interrelated and intertwined. These stories should
help in achieving that understanding.

In preparing the Report, the Board selected as subjects six
fields of scientific endeavors from a long list of potential
choices. Some, if not all, of these stories should appeal to readers
with different interests. All of the chapters—whose subjects
range from how the seismic system is used in exploring for gas and
oil to the uses of X rays in medical diagnosis—are of current interest.

-The enabling legislation which created the National Science
Foundation mandates the Foundation ““To promote the
progress of science; to advance the national health, prosperity,
and welfare, to secure the national defense and other purposes.”
In an informal way this Report deals with the relationship
of science to the “general welfare.” We hope the stories are
interesting—the record of science stands for itself.

Respectfully yours,

9 . Ufrangend-

Lewis Branscomb

Chairman, National Science Board
The Honorable
The President of the United States



Preface

Each year the National Science Board submits to the President
and through him to the Congress a report which deals with issues of
concern to the Board and to the National Science Foundation. Every
other year the report is entitled Science Indicators; it consists of an up-
dated series of data and indices which portray the status of science
and technology in the United States. In intervening years, reports
of the National Science Board have dealt with a wide range of sci-
entific issues which the Board feels are important.

The Twelfth Board Report represents a significant departure from
previous reports in that it attempts, in a narrative fashion, to deal with a
somewhat broader aspect of the National Science Foundation’s
responsibilities. In establishing the Foundation in 1950, the Congress,
among other things, directed the National Science Foundation and the
Board to “appraise the impact of research upon industrial development
and upon the general welfare.” This Report was developed to do that
through the use of historical, anecdotal stories of discoveries in six
different representative fields of science.

Although the subject of each chapter is different, the story each
tells is characterized by change. To look at any of the fields at a given
moment in the past and to try to project how a thread of ideas, activities,
and circumstances would unfold in the future, would be difficult, if not
impossible. However, the perspectives gained from the Report should
give readers a keener sense of the interactions among scientific research,
industry, academia, and the individual. The Report should not
be viewed as a comprehensive statement of the current status of a
particular field or as a basis for future public policy—except to the
general extent that “'past is prologue’” to the future.

In the course of preparation of the Report, various aspects of it were
reviewed by the current Members of the National Science Board and by



the immediate past Board Members, all of whom are listed inside the -
front cover of this Report. The Committee responsible for the
preparation for the Twelfth Board Report wishes to acknowledge the
extensive participation of all present and immediate past Members of
the Board and wishes particularly to express appreciation to

Dr. Gwynn C. Akin, Staff Director for the Report and Consultant to the
National Science Board, who was the principal staff architect of

the Report. The Committee also wishes to express thanks to Dr. Carlos
Kruytbosch, the Executive Secretary to the Committee and to Dr. Allen
Shinn who served in that same capacity in the early months. In
addition, more than 250 individuals provided information,
documentation, written text, advice, suggestions, critical comments, or
technical assistance during the course of preparation of the Report.
Their names are listed in the Acknowledgment section in the back of this
volume. If any one has been omitted, we offer our sincere apologies.
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John R. Hogness, Chairman
Lloyd M. Cooke, Vice Chairman
Herbert D. Doan
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Introduction

To him who devotes his life to science, nothing can give more happiness than
increasing the number of discoveries. But his cup of joy is full when the results
of his studies immediately find practical application.

There are not two sciences. There is ONLY ONE SCIENCE and the applica-
tion of science, and these two activities are linked as the fruit is to the tree.

Louis Pasteur

No age in history has come closer to providing Pasteur’s link than
the twentieth century. In a world of explosive changes, the extraordi-
nary growth of science and technology has had an impact on everyone
and on every aspect of life. The results of scientific advances—
automobiles, airplanes, wash-and-wear clothes, antibiotics, television,
glass windowpanes, air conditioners—are pervasive and ubiquitous.
And yet they are often taken for granted or go completely unnoticed.

Dealing with the rapid rate of scientific and technological change
and with its results presents a unique challenge—a challenge which
can be met only by strengthening the bridge of understanding between
the individual and the world of science. The public understanding of
the purposes and effects of science and technology is essential to the
health and vitality of a modern society.

This realization has led the National Science Board to take a novel
‘approach in its Twelfth Report. Rather than presenting a formal guide
to policy, the Report describes, in informal, narrative style, how certain
scientific discoveries occurred and how they have affected society. The
Report examines six topics of importance in which research, techno-
logical innovation, public need, and human welfare have, over varying
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periods of time, come together to create a body of scientific knowledge
and arelated technology that enhance the quality of life.

The Report is meant to show that, in the words of Jules Henri
Poincaré, “Science is built up with facts, as a house is with stones. But
a collection of facts is no more a science than a heap of stones is a
house.” Even the failures that are inevitable in research provide new
insights. The contamination of a culture plate resulted in the finding of
the antibacterial properties of penicillin; a disproven hypothesis can
lead to a fresh view of a problem under study.

The six topics examined (computers and semiconductors, pesti-
cides and pest control, the seismic system, survey research and opinion
polls, synthetic fibers, and X rays for medical diagnosis) represent a
spectrum of scientific endeavors in the physical, biological, medical,
and social sciences. The topics were selected from a group which met
several criteria: a significant impact on society and the individual, a
substantial information base, a history sufficient to assess their
development, a firm relationship to scientific research, and general
current interest. Each chapter illustrates the problems of dealing with
the technological, social, and political realities of society and demon-
strates the strong recurring links among accomplishments by indivi-
duals, universities, industries, and the government that bring about
the introduction to society of almost every major scientific develop-
ment. '

One striking theme that recurs throughout these chapters is that
approaches to solutions of scientific problems are diverse and varied.
The popular concept of scientific and technological development is
that of a “clean” linear progression from basic, ““nontargeted” research
leading to applied research which, in turn, leads to technological
development and the marketing of a product. This orderly progression
occurs only rarely. When this direct linear relationship between a basic
observation and the practical application does exist, the connection
may be made within a matter of months or years—or the fundamental
observation may lie dormant for centuries before its uses can be per-
ceived and a new technology developed. Alternatively, a breakthrough
in technology may stimulate basic research, which in turn allows the
investigator to delve deeper into nature’s secrets, thus generating more
knowledge that can be applied to improve the technology. Or a need
for a particular technology may be perceived, although the basic
knowledge necessary for its development is not yet available. The
need for the technology may stimulate fundamental research which
permits the technological development which may, in turn, provoke
additional basic research.
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Although basic research often leads to technological application
and technological application fosters basic research, serendipity is also
an ingredient of research. It is the “X” factor that is both unpredictable
and often integral to discovery. It is the chance observation that stimu-
lates a new idea or a new scientific application. But here, too, new ideas
will occur as a result of such a circumstance only when a background
of knowledge is already present. For, as Pasteur observed, “In the fields
of observation, chance favors only the mind that is prepared.”

One of the early examples of the use of seismic waves came from a
military officer’s trying to discover if the enemy were digging a secret
tunnel. The officer’s basic tools were a pan of water, set flat on the
ground, and a sharp-eyed soldier stationed to look for ripples in the
water caused by digging. Today, the interlocking combinations of
basic research, chance observation, need, and technological
development have replaced that soldier with a host of trained geophy-
sicists and that pan of water with sophisticated recording instruments.
About the only thing that has not changed since that soldier’s lonely
vigil is a strong urge, sometimes even a need, to know what is going on
under the earth’s surface. Whether it is the search for new energy
resources or for a better way to predict earthquakes, additional basic
research and new technology keep driving each other to fulfill an age-
old quest for answers.

Recently, from data developed using the seismograph and other
technologies, a new scientific theory was born—plate tectonics.
According to this concept the crust of the earth is comprised of about
20 plates that are in continual motion. (Plates are huge blocks of the
earth’s crust that float on the dense, hotter, more fluid rock below.)
The knowledge gained from studying this new field has, in turn, pro-
vided a greatly improved understanding of the movement of the con-
tinents, volcanic activity, and earthquakes. Perhaps this new concept
will not provide much practical application for many years. But then it
is unlikely that the person who conceived the first abacus more than
2,000 years ago could have dreamed of a pocket-size calculator com-
plete with 30 mathematical functions and a memory core.

It was not until this Report was well underway that members of
the Board became aware of another type of interesting interrelation-
ship among the topics. There are many cross-connections between the
developments in the various areas of study; a technology discussed in
one of the chapters often has significant applications to the technolo-
gies discussed in others. For example, although the discussion of
X rays deals mainly with medical diagnosis, radiation is also used in
pest control to sterilize male insects or to develop mutations in seeds so
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that pest-resistant crops can be grown. A clear relationship also exists
between the seismic system and synthetic fibers—oil and gas
discovered by using that system provide the base substances for the
production of synthetic fibers. The most impressive interconnection,

- however, is the relationship of the computer to the other subjects dis-
cussed. For example, computers are an integral part of the development
of the CT (computerized tomography) scanner so important in
radiological diagnosis today. Many advances in the use of the seismic
system to help locate oil and gas could not have occurred without com-
puters. Computers are used in analyzing data from large scale statisti-
cal surveys. They are even used in the control of production processes
in the manufacture of synthetic fibers and in numerous calculations
necessary for the success of certain pest control techniques. One tech-
nological development often makes another development possible,
and so science builds upon science, and one technology on another.

Discovery is a product of opportunity, imagination, brilliance,
persistence, and serendipity. Unfortunately, none of these factors can
be measured exactly, nor can they be ordered at will. An enlightened
society must recognize the need for major opportunities in unfettered
research in which imaginative scientists feel free to pursue their curi-
osity beyond the limits of current knowledge.

To extend Pasteur’s analogy of the fruit and the tree, if society
expects a bountiful harvest, it must constantly nurture and feed the
“tree” of science. It must also remember that no one can predict exactly
what or when this particular tree will bear—only that, in time, it will.
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silicon wafer (in the fore-
und) is being loaded into a
y with a vacuum pencil. A
fusion furnace used in inte-
ted circuit fabrication is in
background. '

ional Semiconductor Inc.

/\ Computers and

Semiconductors

A few summers ago, the 22-year-old victim of an automobile
accident was rushed to Methodist Hospital of Indiana with critical
head injuries. During the next 2%% days, while the patient’s respiratory
and circulatory systems were maintained by machines, doctors ran a
variety of sophisticated tests but failed to find even a glimmer of
neurological activity. The patient remained in a coma. Finally, doctors
concluded that he had suffered total brain death.

Because the victim had been in otherwise excellent health, the
doctors brought up the possibility of using his kidneys for transplant
purposes. The next-of-kin agreed to the donation—the process of
finding suitable recipients began.

Doctors had to find two people who were in critical need of a kid-
ney transplant and whose immune systems were compatible with that
of the donor. If the blood and tissue antigens of the donor and receiver
are not the same or very similar-—and there are tens-of-thousands of
possible combinations—chances are overwhelming that the recipient’s
immuno-defense mechanism will attack, and probably reject, the
donor’s kidney.

In an effort to find a sufficiently close match, the donor’s types
were keyed into a terminal at the hospital and transmitted to a com-
puter operated by the South-Eastern Organ Procurement Foundation
(SEOPF) in Richmond, Virginia. There, a 10-second search of almost
1,500 possible candidates registered by 40 transplant centers in a 17-
state area produced a printout of more than 100 names.

Although all the people on the list had the same blood type and
one or more matching tissue antigens, only two of them met enough
transplant criteria to be considered as prime prospects: a 34-year-old
Indianapolis housewife who had been receiving dialysis treatments for
the past 7 years and a 40-year-old businessman in Pittsburgh, Pennsyl-
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THE ORIGINS
OF DATA
PROCESSING

vania, who was failing on his dialysis treatments and was in desperate
need of a transplant.

As soon as the SEOPF computer relayed this information to India-
napolis and to the transplant centers where the recipients were
registered, a surgical team removed the accident victim’s kidneys,
flushed them with a preserving solution, and packed them in ice-filled
containers. One was raced across town in an ambulance; the other was
hand-carried to Pittsburgh on a commercial jet. Less than 8 hours after
the kidneys had been removed from the victim, a message was flashed
by the computer to all terminals in the SEOPF network: Two kidneys
transplanted with successful results.

While transplant-kidney-matching is one of the more peripheral
computer applications, it does illustrate how far the state of the art has
come in just 30 years. The early vacuum-tube computers of the late
1940s and early 1950s were monstrous machines that were clearly the
exclusive province of a handful of mathematicians, physicists,
engineers, and astronomers. Even the next two generations of data
processing machines, built and marketed during the 1960s, could be
used efficiently only by people with a strong background in math-
ematics and science. Today, however, more and more computer
capability is found in the hands of people whose prime interests are in
other areas. Computers are used routinely in medicine, in schools, in
factories, in offices, and in the home. And while these machines
have not yet become everyone’s tool, there is no doubt that the current
generation of computers—compact, solid-state systems relying
heavily on microtechnology—is far faster, more versatile, less expen-
sive, and easier to use than its predecessors.

Many people outside the electronics field tend to think of the
computer as a magical engine which sprang into existence full-blown,
like Athena from the head of Zeus. In fact, the computer has roots that
reach far back in history—more than 2,000 years—to the abacus. Com-
puter technology rests upon knowledge accumulated over many cen-
turies and evolved from the genius of many inventive minds. No
single breakthrough or classic experiment brought this device into
being; instead, historians trace the development of computers along at
least four technical tributaries which merged about 40 years ago to
form one powerful stream.

8 ONLY ONE SCIENCE



Automatic Regulators

In 1788 James Watt designed
the fly-ball governor to regulate
the speed of his steam engine
and to allow it to function in-
dependently of load changes.

Smithsonian

Boolean Logic

One tributary, often overlooked in recounting the background of
computers, goes back to James W att and his steam engine. In 1788
when Watt applied a centrifugal fly-ball governor to his engine, he did
much more than just improve the machine’s efficiency. In effect, he
showed for the first time how a machine could “examine” its own out-
put and use the information to monitor and control its internal opera-
tion.

Other automatic regulators followed. In 1830 Andrew Ure
invented the thermostat to help control the temperature of furnaces; in
1852 Leon Foucault devised the gyroscope, first used to maintain the
course of torpedoes, but later to become the mainstay of navigation for
ships and airplanes. In the 1860s James Clerk Maxwell supplied a
mathematical theory which, among other thmgs helped to establish
the science of automatic controls.

Today there are feedback mechanisms on everything from
dishwashers to data processing machines. In concept, however, they all
go back to Watt’s fly-ball governor, a system of revolving weights that
act as an automatic throttle. Interestingly, W att was not searching for
an abstract principle when he built the control mechanism. Rather, he
was looking for a practical answer to an urgent need—a device that
would enable his steam engine to maintain operating speed despite
changes in load.

Another stream which contributed to modern-day data processing
techniques flowed from quite a different direction. Obviously, a com-
puter does not depend on a fly-ball governor, thermostat, or gyroscope
to self-direct its activities. But it does rely on something equally
ingenious—a set of instructions, or a program, which governs the path
of electronic signals through the machine’s switching circuitry. And
this ability to process a sequence of logical statements goes back to the
work of a remarkable nineteenth-century figure named George Boole.

In 1854 Boole published An Investigation of the Laws of Thought which
did for logic what Euclid had done for geometry. The book described
how logical statements could be translated into precise mathematical
forms. Boole’s mathematical logic was binary in nature because it was
based on the premise that statements are either true or false. The
switching circuits of digital computers are also binary in nature
because they can exist in only one of two states: “‘on” or ““off.”

What Boole did for the development of computers was to set the
stage for the stored-program computer. In the earliest data processing
machines, circuit patterns were more or less fixed to perform a specific
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Calculating Machines

The abacus is a device for mak-
ing arithmetical calculations.
Similar counting tools have been
used throughout Asia and the
Middle East for more than 2,000
vears.

Smithsonian

job. The only way a program could be changed, for example, was
literally to go in and reset the wires. In 1938, however, mathematician
Claude Shannon of the Massachusetts Institute of Technology (MIT)
suggested in a technical paper that Boolean algebra could be used for
more flexible programming of electronic calculators. Eight years after
that, the famed mathematician John von Neumann actually showed
how programs could be written and stored in the machine.

“This resulted in two very great gains,” explains Christopher
Evans in his book, The Micro Millennium.

In the first place, one could take advantage of the
computer’s huge processing speed and allow it to
change programs when required; it could switch from
one program to another in a fraction of a second instead
of relying on the lumbering skills of its attendant
human being. In the second place, and this is far and
away the most important point, it meant that programs
within the system could interlock and interact.... In
principle, programs could even modify other programs,
rewriting them to fit the needs of the moment and
integrating them with yet others within the suite.

Thus, in one conceptual jump, the feedback concept that began
with Watt was joined with the mathematical logic of Boole.

A more direct tributary—one that has been recounted often in the
history of data processing—sprang from the abacus. This little device
came into being more than 2,000 years ago and still is the most widely
used calculating tool on earth. In vast areas of Asia, in fact, it is virtu-
ally the only known counting machine.
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The abacus was developed as a direct result of early efforts to
count. Probably the first quantitative symbols used were a “two’” and
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Charles Babbage
(1791-1871)

IBM Archives

e

a“five”: “two” because people have two hands and “five” because of
the five digits on each hand. It is not surprising that the most popular
form of abacus makes use of the two-five or binquinary notation sys-
tem. The Chinese suan-pan, for example, consists of a series of rods on
which beads are strung. There are seven beads on each rod—separated
by a divider strip into five on one side (each bead equivalent to 1) and
two on the other (each bead equivalent to 5). Thus, the number
“seven” can be expressed on a line by moving over one bead from the
“five” side and two beads from the “one” side.

In the hands of a skilled practitioner, the suan-pan is an amazingly
fast, accurate, and versatile device. Nevertheless, it has a distinct
shortcoming. It cannot carry over tens from one line to another, and as
mathematical horizons were expanded, this deficiency became a major
problem.

Although many counting machines were devised over the years, it
was not until the seventeenth century that the next clear-cut advance
came along. In 1642 a young Frenchman named Blaise Pascal, working
in his father’s tax office in Rouen, built an ornate shoebox-size device
which employed linked gears to add, subtract, and, most importantly,
carry over tens. Thirty years later Gottfried Leibniz improved on
Pascal’s machine so it could multiply, divide, and calculate square
roots. In effect, these two inventors brought about the calculating age.
(Pascal’s contribution to survey research is mentioned in the chapter,
“Survey Research and Opinion Polls.”)

During the next one-half century many new calculating machines
were built, but all were primarily modifications or refinements of
Pascal’s original design. In fact, although the next important develop-
ment had nothing to do with calculating, it was vital to advancement
of the science. In 1780 Joseph Marie Jacquard built an automatic weav-
ing loom which operated from instructions punched into cards or paper
tape. This invention, which revolutionized the weaving industry, led
directly into one of the most unusual stories in the history of com-
puters.

The year was 1822 and the principal was a complex young
Englishman named Charles Babbage. Babbage, a mathematician and
inventor of the railroad cowcatcher and the first tachometer, was
becoming increasingly incensed by the many errors he found in
insurance records, logarithm tables, and other lists of data. His fetish
for accuracy was so great, in fact, that after reading Lord Tennyson’s
famed line, “Every moment dies a man/Every moment one is born,” he
wrote to the poet, “It must be manifest that if this were true, the popu-
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lation of the world would be at a standstill.” Babbage’s recommended
change to Tennyson, “Every moment dies a man/Every moment 1%
is born.”

In 1822 Babbage began work on a machine, which he called the
“Difference Engine,” that could help solve polynomial equations to six
places. The English government was so impressed by the machine’s
potential for compiling navigational and artillery tables that they sub-
sidized him heavily. The projected machine, said Babbage, would be
able to do complex calculations and print out its results. It was to have
a “memory”’ section made up of the same sort of punched cards used
by Jacquard’s loom; cards were also to have been used for input to the
machine and control of its successive operations. The device was to
have an arithmetic unit, called a mill, in which to store data; it was to
be able to set up its own results in type, thus avoiding transcription
errors.

Babbage was literally 130 years
ahead of himself. He built a small
working model, but never was able
to complete a full-sized Difference
Engine. The reason for his failure,
however, had nothing to do with the
concept; the machine could not be
built primarily because the technol-
ogy of the time was not adequate to
permit construction of the needed
parts. By the time the eccentric genius
died in 1871, he had managed to put
together only a few parts. Nevertheless,
his elaborate drawings of the machine
left no doubt that he was well on his
way to a true computer.
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ZZ:;S; 'epEliwA of Babbaget's D‘ifa-l Several years ago, B. V. Bowden, writing in 7hink magazine,
according to his plans. Unlikea  described his efforts to track down the Babbage story. Aside from the
true computer Babbage’s inven-  discovery of many papers which proved the genius of the farsighted
EL",Z,,??ZZZ“(’ZT ,ﬁifm';{,o'",,‘;k},';% Englishman, the trail led to Lady Lovelace who was the daughter of the
it had no memoryasatruecom-  famed poet Lord Byron. It seems that Lady Lovelace was as much a
ke des, prodigy in mathematics as her father was a master of poetry. She de-
[ A vised, among other things, a form of binary arithmetic and an “infal-
lible”” system for predicting horse race winners. The binary system,
originally described by Boole, has stood the test of time and is today
used in electronic digital computers. The betting system cleaned out

the family fortune and forced Lady Lovelace to pawn all her jewels.
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Electric Tabulating
Machines

Herman Hollerith
(1860-1929)

IBM Archives

Somewhere along the line Lady Lovelace met Charles Babbage.
Apparently their mutual interest in mathematics was the spark for a
long-lasting relationship. As Bowden wrote:

Lady Lovelace often visited Babbage while he was
making his machines, and he would explain to her how
they were constructed and used. As one of her contem-
poraries recalled, “While the rest of the party gazed at
this beautiful instrument with the same sort of expres-
sion that some savages are said to have shown on first
seeing a looking glass or hearing a gun, [she] under-
stood its working and saw the great beauty of the
invention.” She worked out some very complicated
programs and would have been able to use any of the
modern machines. She wrote sketches for several
papers, but published only her notes on Babbage, and
they were anonymous.

Perhaps the most perceptive observation made by Lady Lovelace
was one which could just as easily be applied to the present generation
of powerful microminiature computers. It concerned the question of
whether Babbage’s machine could be considered “creative.” She wrote,
“The Difference Engine has no pretensions whatever to originate any-
thing. It can do whatever we know how to order it to perform. It can
follow analysis; but it has no power of anticipating any analytical rela-
tions or truths. Its province is to assist us in making available what we
are already acquainted with.”

Babbage, Boole, Lady Lovelace, Jacquard, Pascal, and many others
brought technology to the brink of modern data processing. But it took
the work of one man to push it over into the practical devices that are
found today throughout the world. He was Herman Hollerith, a statis-
tician from Buffalo, New York, who arrived on the scene just as the
United States government was about to stagger its way through the
once-a-decade census count.

The basic problem was simple: the government had needed 7 full
years of counting and tabulating to complete the 1880 census. All data
were handwritten on cards; the cards were manually sorted into vari-
ous categories; each category was manually counted; and then the
cards were resorted into new piles and counted once again. Compiling
the census was such a large, tedious job that by the time the final count
was completed, it was already outdated. With the time for the 1890
census count approaching and immigration swelling population ranks
by the day, the Census Bureau could envision 9 or even 10 full years to
take the next count.
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Although only 40 years had elapsed between Babbage’s frustrat-
ing efforts to build a Difference Engine and the development of the
Census Bureau’s forebodings over the 1890 census, two things had
happened in the meantime to change the technological climate. First,
both machining and manufacturing skills had improved tremendously
as aresult of the Industrial Revolution; and, second, an exciting new
form of power, electricity, was now being used to drive an increasing
number of machines.
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Hermuan Hollerith's tabulator
which he developed for use in
the United States Census of 1890.

Smithsonian

Hollerith worked out an electromechanical method of recording,
tabulating, and organizing census data. His system used cards, about
the size of the old United States dollar bill, in which data were recorded
in the form of holes made with a conductor’s hand punch. The
punched cards were then positioned one-by-one over mercury-filled
cups in a special machine. At the touch of a lever, rows of telescoping
pins descended on the cards; where there was a hole the pin simply
dropped through into the mercury, thus completing an electrical cir-
cuit. The electrical impulse, in turn, was used to move a pointer one
position on a dial. As the dials went around, various totals were
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accumulated. (Hollerith’s work was also a key contribution to the field
of survey research and is referred to in the chapter on that subject.)

While this method sounds primitive by today’s standards, it
enabled the government to complete the 1890 census of 62 million
people in just one-third the time of the 1880 census of 50 million.
When news of the system reached industry, an almost immediate
demand developed. Before 1900 Hollerith was marketing his unit
record machines to many of the nation’s largest firms. The New York
Central Railroad used them for car accounting; the Marshall Field
Department Store installed electromechanical tabulators for sales
analysis work; the Penn Steel Company in Philadelphia used them for
cost accounting; and the Western Electric Corporation installed several
of the machines for sales analysis. Meanwhile, Hollerith went to Czar-
ist Russia to set up a similar system for that country’s census count.

Adoption of Hollerith’s machines took place at a time when the
United States was embarking on an unprecedented technological
surge. From about 1880 to 1930 commerce in America expanded at a
prodigious rate. The railroads pushed west, north, and south to open
new markets and create new industries. Manufacturing firms adopted
mass production techniques which helped to increase their produc-
tivity many times over. The concept of interchangeable parts ensured
that a product manufactured or purchased in one part of the country
could be'serviced in another. American ingenuity produced more than
1.3 million new patents in the first third of the twentieth century
alone. A

In many respects, this was an ideal environment for the introduc-
tion of data processing techniques. Every bit of this industrial and
commercial development created accounting and recordkeeping prob-
lems. In 1911 Hollerith merged his young company with two other
firms to become the Computing-Tabulating-Recording (C.T.R.) Com-
pany. C.T.R. (which eventually became the International Business
Machines Corporation) had four basic units to offer: a key punch for
putting holes in cards; a hand-operated gang punch for coding repeti-
tive data into several cards at the same time; a vertical sorter for
arranging cards in selected groups; and a tabulating machine for com-
piling the data punched into cards.

Over the next one-half century the roster of punched card proc-
essing machines increased tremendously. The Remington Rand Cor-
poration entered the field and, along with IBM, offered devices for

“sorting, punching, verifying, merging, collating, reproducing, printing,
tabulating, and calculating. All of these machines, however, were
dependent on electrical impulses to move mechanical components.
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EARLY
ELECTRONIC
COMPUTERS

Konrad Zuse
(1910- )
IBM Archives

Although electromechanical machines performed yeoman service
for more than 40 years, they were limited in both speed and flexibility.
To move gears and manipulate cards takes time; and because each
machine was designed to perform only a specific function, even more
time was required to move the cards from one device to another to
complete a given processing chore.

Christopher Evans writes that

in the 1930s a shift was beginning to occur, and the
threads of the problem were being gathered together,
quite independently, by a number of workers in vari-
ous parts of the world. In the United States, large
organizations such as IBM and Bell Telephone were at
work. In England the thrust was coming from an indivi-
dual, the mathematician Alan Turing, whose paper
“On Computable Numbers,” published in 1936, sent a
jolt of enlightenment among the cognoscenti. In Ger-
many, the threads were in the hands of a young
engineer named Konrad Zuse, who had made up his
mind not only to design a universal computer, but also
to build one.

There is some debate as to who first actually came up with the
idea of an electronic computer. As far back as 1915 James Bryce, a con-
sultant to C.T.R., had at least suggested using vacuum tubes for data
processing purposes; and George Stibitz of Bell Telephone Laboratories
designed a computer using relay circuitry. But it appears that Zuse, an
engineering student working on his doctoral thesis at the University of
Berlin in Charlottenburg, was slightly ahead of the others in the build-

ing of a working machine.

In 1936 Zuse announced he was giving up his job as a design
engineer to build a computer. Rather than fabricate components, he
decided to use inexpensive, off-the-shelf parts. Although Zuse claims
he was not aware of Babbage and his plans for a Difference Engine,
there are some interesting parallels in design: both machines would
have a memory, arithmetic section, output, and be capable of being
programmed for any kind of mathematical job.

Zuse succeeded where Babbage failed. Over the next few years
the German engineer built several successful calculators—each one an
improvement over the previous machine. One of the calculators, the
73, was used by a German aircraft manufacturer during World War Il
to solve wing flutter problems; another, the Z4, had some vacuum
tubes to help it speed calculations for aircraft and missile design. Zuse
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Howard Aiken
(1900-1973)

IBM Archives

The Mark I calculator was built
between 1939 and 1944 (with
financial and technical help from
IBM) by Howard Aiken of Har-
vard University.

Smithsonian

was apparently well on his way to a full-scale computer when the war-
time government decided to put its dwindling money and technical
manpower into other areas of research. Some scientists today wonder
what effect Zuse’s computer would have had on the war’s outcome if
he had been able to complete it.

About the same time in the United States, Howard Aiken of Har-
vard, with IBM’s financial and technical help, built the electromechan-
ical Mark I calculator which was essentially a linking of 78 individual
adding machines and tabulators. The Harvard calculator occupied a
gymnasium-size room and sounded, in the words of writer-physicist
Jeremy Bernstein, “like a roomful of ladies knitting.” The clicking
sounds came from the rapid opening and closing of its 3,300 switches.
During 15 years of use, the Mark I generated a huge amount of infor-
mation that was used, among other things, for more accurate computa-
tion of the moon’s orbit.

The first true electronic digital computer—that is, a machine using
vacuum tubes for the generation and control of its electrical
impulses—was the Electronic Numerical Integrator and Computer,
more commonly called ENIAC. ENIAC was developed at the Moore
School of Engineering of the University of Pennsylvania by J. Presper
Eckert, Jr. and John D. Mauchly for the United States Army’s Ord-
nance Department. It was a huge machine containing 18,800 vacuum
tubes, and its inventors spent a good part of the first 2} years just
soldering the 500,000 connections needed for the tubes. ENIAC con-
sumed huge amounts of electrical power, and its glowing tubes gen-
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Spare plug-in units such as this
one were used to maintain the
18,800 vacuum tubes in the
ENIAC electronic digital com-
puter—a computer which re-
quired frequent maintenance.

Smithsonian

ENIAC, the first digital elec-
tronic computer, was invented
by ]. Presper Eckert, Jr. (left
foreground) and John Maunchly
(center foreground) at the Moore
School of Engineering of the Uni-
versity of Pennsylvania in 1946.
IBM Archives

erated a great deal of heat. It is said that every time the machine was
turned on, three of its tubes burned out, and the lights in an area of
Philadelphia dimmed momentarily.

&

In operation, ENIAC could perform 5,000 additions per second. All
internal functions were conducted by electrical impulses generated at
the rate of 100,000 per second. And while this rate is barely a crawl
compared with the speed of present-day computers, it was a tremen-
dous advance over the capabilities of previous electromechanical
machines.

ENIAC’s primary job was to solve ballistics problems for the
Aberdeen Proving Grounds in Maryland, where it saw service from
1947 to 1955. During this period Eckert and Mauchly developed still
another computer called BINAC—a loosely formed acronym for
Binary Computer—which eventually became the forerunner of Rem-
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The Stored Program
Concept

7 Von Neumann
(1903-1957)
IBM Archives

ington Rand Corporation’s highly successful UNIVAC—Universal
Computer—series.

Despite its far-reaching features, though, ENIAC lacked the one
element that was needed to break open the development of computers.
It did not have a stored program memory. Operating instructions for
the machine were recorded by the manual placement of plug wires. As
aresult, once data were entered into the machine, they had to progress
according to the paths laid down by these preset devices.

The critical advance into stored program computers resulted
largely from the work of mathematicians involved in government proj-
ects to build machines intended primarily to solve military-related
scientific problems. In the early 1940s John von Neumann was one of
the permanent members of the Institute for Advanced Study (IAS) in
Princeton, New Jersey. He also served as a consultant to the Army’s
Aberdeen Proving Grounds, as well as to the Atomic Energy
Commission’s (AEC) Los Alamos Scientific Laboratory.

It was his association with Aberdeen that led von Neumann to a
chance meeting with Herman Goldstine, then a lieutenant in the
United States Army serving as liaison for the ENIAC team. In the sum-
mer of 1944, the two men were waiting for a train on the Aberdeen rail-
road platform. Goldstine, a mathematician himself, recognized von
Neumann and introduced himself. Von Neumann asked the
Lieutenant what kind of work he was doing for the Army. Goldstine
replied he was helping to build an electronic computer that could per-
form about 300 multiplications per second.

Von Neumann, as Goldstine later put it, was ““galvanized.” He
immediately saw the possibilities of applying such a machine to com-
putational problems in weapons design. “We got on the train
together,” Goldstine recalls, “and from Aberdeen to Philadelphia he
pumped me for details.”

Because of that chance encounter, von Neumann and his colleague
at the IAS, Arthur W. Burks, entered into an active collaboration
with Goldstine, Eckert, and Mauchly. Between 1946 and 1948, these
men—along with several other scientists working at different
institutions—published papers on computer design and program
planning. And from this work emerged the concept of the stored
program, a landmark idea that was translated into reality in a
computer built at the IAS in 1952 under Von Neumann’s direction.

Several other machines of note, designed or built during the 1940s,
might qualify as the first stored program digital computer. Among
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them was the National Bureau of Standards SEAC built by Sam Alex-
ander for the United States Army; the EDSAC constructed at Cam--
bridge University in England; and the EDVAC at the University of
Pennsylvania. All had features that allowed at least some program
sequences to be stored in the same manner as data were stored.

Regardless of which machine came first, it was evident that com-
puters could be extremely valuable tools for solution of sophisticated
applied science problems. During the late 1940s and the early 1950s,
the AEC funded at least five more pioneering systems which became
part of computer lore: the MANIAC at Los Alamos; the ILLIAC at the
University of Illinois; the AVIDAC at Argonne National Laboratory;
the ORACLE at Oak Ridge; and the JOHNNIAC—named affec-
tionately for von Neumann—at the RAND Corporation. During the
early 1950s these machines contributed immeasurably to computer
technology, and many of their individual innovations found their way
into the general purpose computers of IBM and Remington Rand Cor-
poration. “Perhaps our most important contribution,” observes David
H. Jacobsohn, who worked on the AVIDAC at Argonne National
Laboratory, “was that we convinced industry there was an important
scientific market for computers. At the time, however, we had no
choice except to build these machines ourselves.”

With the ability to store programs in the computer, the pace of
development accelerated tremendously. Several United States com-
panies were now building computers for the general marketplace. In
Great Britain, which for a few years led the world in computing sci-
ence, powerful data processing machines appeared in Cambridge, at
Manchester University and at the National Physical Laboratory. A
large English food corporation pioneered in the application of com-
puter technology to commercial uses.

These early systems, however, had two distinct disadvantages:
their enormous cost and the short life-span of their thousands of
vacuum tubes. “You had to have a team of service engineers on hand at
all times in order to keep up with burned out tubes,” recalls an early
user.
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SOLID-STATE
TECHNOLOGY

Semiconductors

The vacuum tube, with its hair-thin wires sealed inside a fragile
glass envelope, was a delicate and temperamental component at best.
Even under optimum conditions, it had only a limited life-span. A
large flow of electrical current was needed to get its filament hot
enough to boil off electrons, but if this heat were not dissipated
quickly and efficiently, the tube would burn out. Moreover, the whole
unit was extremely vulnerable to damage or destruction from careless
handling or external shocks.

The solution to the fragility of early computers came from a long
series of experiments with solid-state materials. As far back as 1874, a
German physicist had reported a peculiar flow of electrical current in
certain kinds of minerals. These minerals eventually became known as
“semiconductors” because they conducted energy better than insula-
tors, but not as well as conductors did.

Despite their unusual properties, semiconductors had remained,
for the most part, just a laboratory curiosity. One exception came dur-
ing the early days of radio when the semiconductor material, carborun-
dum, was used as a “cat’s whisker”’ detector—so-called because the
two thin leads attached to the crystal resembled a cat’s whiskers. The
carborundum functioned like a subway turnstile, allowing electrons to

~ flow more easily in one direction than the other. In this way, the

crystal was able to convert the oscillating electron signal that came in
through the antenna into a useable one-way flow of current.

When vacuum tubes were developed, however, they proved to be
much more effective at this conversion. Moreover, tubes could also
boost or amplify current. Because of these advantages, most of the
practical work with solids was discontinued.

Nevertheless, many scientists were still interested in the unusual
properties of semiconductors. The advent of quantum mechanics gave
the first real understanding of how electrons in metals were free to
move and conduct electricity. And in 1931 physicist H. A. Wilson pub-
lished a theory of how electrons and holes in semiconductors and insu-
lators gave those materials their electrical qualities.

These insights stimulated scientists at Bell Telephone Labora-
tories Incorporated to take a closer look at semiconductors as possible
modulators of electrical communication signals. Early in 1940, for
example, Russell S. Ohl, a staff member working with the semicon-
ductor silicon, called several colleagues into his office to watch an
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unusual experiment. Ohl showed them a small piece of black silicon
solid to which he had soldered two metal contacts. When light from a
flashlight was shone on a narrow region near the middle, a photoelec-
tromotive force of about 0.5 volts was developed. “I didn’t believe
what Isaw,” recalls a staff member, Walter H. Brattain, “until Ohl
gave me a piece to work with in my own laboratory.”

What Ohl and Brattain were working with was, in effect, the first
p-n (positive-to-negative-flow) junction transistor. With the advent
of World WarIl, however, there was little time to pursue the
phenomenon any further. Although solid-state silicon detectors were
employed during the war in radar devices (most of this work was done
in England and at the Radiation Laboratory of the Massachusetts Insti-
tute of Technology), the detectors could rectify only certain high-
frequency signals. Vacuum tubes were still required for amplification.

In January of 1946 scientific research on semiconductors was
resumed in earnest at Bell Laboratories, with the directed goal of find-
ing a solid-state amplifier. Among those who participated in this land-
mark work were William Shockley, W alter Brattain, and John
Bardeen. Brattain wrote:

At our first meeting, the group realized that in spite of
all the work done before and during the war, we were
still far from a real understanding. One reason was that
copper oxide and other semiconductors on which early
work had been done were very complicated solids. Sili-
con and germanium were the simplest, and the decision
was to try to understand these first. Our work was
directed toward a fundamental understanding of the
problem though we were well aware of the technical
importance of a semiconductor amplifier if one could be
made.

In December 1947, Shockley sent a casual note to a few colleagues
inviting them to observe “some effects”” the research team had come
across during an experiment with a device that contained gold contacts
and a germanium semiconductor base. “I hope you can break away and
come,” he added.

This may have been the understatement of the age. What
Shockley’s team demonstrated a few days later was the “transistor
effect’” by which they could control the movement of electrons in a
semiconductor material through the influence of an outside electrical
field. The action of the device, which was named a “transistor,” was
explained this way:

The transistor’s amplification process can be under-

stood in terms of the discovery that the input point is
surrounded by an “area of interaction.” Within this
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area the electronic structure of the semiconductor is
modified by the input current. Now, if the output point
is placed in this area, the output current can be con-
trolled by the input current. This control of output
current is the basic mechanism of amplification.

The first transistor was devel-
oped by William Shockley
(seated), Walter Brattain (stand-
ing right), and John Bardeen
(standing left) at Bell Labora-
tories. Although primitive by
today’s standards, this early
apparatus demonstrated the tran-
sistor effect clearly enough to
generate enormous interest in
further research.

Bell Luboratories

The original transistor was called a point-contact transistor
because it was essentially a wafer of germanium with two pointed-
wire contacts located close together on one side. Shockley went on to
work out the theory of n-p, n-p-n, and p-n-p transistors and also to
design the junction transistor which, in many ways, was more effec-
tive and efficient than the earlier types. In a very real sense, the
junction transistor sparked a technological revolution that has since
changed the way people live.

But demonstrating an effect and actually producing quantities of
workable transistors were two very different things. Early researchers
found that it was almost impossible to predict how a given crystal
would conduct current. Some allowed energy to move only in a posi-
tive direction; some permitted only negative flow; and some allowed
two-way movement. Why the differences? Intensive research at
several companies showed that crystals of germanium or silicon taken
from nature almost always have a small number of foreign atoms
locked among their molecules. Because these foreign atoms have either
more or fewer electrons in their orbits, they change the electrical
characteristics of the crystal. Thus, it was difficult to tell in advance
how a given transistor would behave in an electronic device.
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The people at Bell Laboratories—most particularly Gordon Teal
and Ernest Buehler—began to study this problem and soon discovered
they could “grow” single crystals of silicon in the laboratory. In this
manner they could control the foreign atoms in the molecule and
predict how the crystal would conduct current.

The key manufacturing process, however, turned out to be “zone
refining,” developed by Bell Laboratories’ W. G. Pfann. As he
explained it:

The method of zone refining consists of slowly passing
a series of molten zones through a relatively long ingot
of impure solid. As a molten zone advances, impure
solid melts at its leading interface, and purified solid
freezes at its trailing interface. Each molten zone which
passes through the ingot carries a fraction of the impur-
ity toward the end of the ingot. The purification
increases with the number of zone passes. Germanium
purified by zone refining is probably the purest known
manufactured material.

W. G. Pfann (left), inventor of
the so-called “"zone-refining
process, is shown here with his
associate, ]. H. Scaff, who is
holding a large single crystal
of germanium purified by this
technique

Bell Laboratories
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Integrated Circuits

In fact, crystals grown this way proved to be so pure that only 1
atom in 10 billion (equivalent to a pinch of salt in 38 carloads of sugar)
was an impurity. The result was long, pencil-diameter “loaves” of
semiconductor—usually germanium—which were then sliced into
individual transitor pieces.

To control the electrical characteristics, Bell Laboratories and
Texas Instruments, among others, developed several methods of “dop-
ing” the loaf with foreign atoms. One way to achieve the effect was to
dope loaves with a few atoms of arsenic. Because arsenic has five elec-
trons in its atomic configuration—one more electron than is found in
germanium—the fifth particle was free to “roam” and produce n-type
conduction. Doping with gallium, which has only three electrons, left
“holes” or ““escape routes” in the molecular structure which gave the
crystal a p-type of electrical flow. Solid-state transistors could, there-
fore, be designed to perform most of the functions formerly handled
by vacuum tubes.

Although transistors were originally designed for telephone
switching applications, they arrived at an even more opportune time
for the computer industry. The extremely high component failure rate
in computers with thousands of vacuum tubes became a thing of the
past. When computer manufacturers started replacing tubes with
transistors, the failure rate fell from once every few hours to once
every few days at most.

By the end of the 1950s, a second generation of computers had
appeared, using germanium transistors as their basic active circuit ele-
ment. At the same time, storage mediums for computers were improv-
ing rapidly—from tubes, to mercury delay lines and magnetic drums,
to magnetic core technology (developed at MIT by Jay Forrester). In
this latter technique—still widely used in computers—information is
stored as magnetization in a tiny doughnut-shaped ferrite core. As a
result, a large volume of instructions can be stored in the computer,
making the system faster, more dependable, and more flexible.

All of these technological improvements served to make the com-
puter a much more desirable tool. As Time Magazine reported, “No one
took to the (new) computer more eagerly or saw its usefulness more
quickly than the businessman.” General Electric became the first com-
mercial organization to acquire a data processing system; and many
other major firms, more particularly insurance companies with their
huge information handling needs, followed within a few years.
Nevertheless, it was the military that played an especially significant
rolein early computer development. The huge IBM STRETCH system,
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Doping a Silicon Chip
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A wafer of silicon is oxidized
and coated with photo-resist,
an emulsion that hardens
upon contact with light.
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Ultraviolet light is beamed at
the wafer and projects hun-
dreds of tiny mask patterns
onto the surface of the wafer.

Unexposed
photoresist
removed.

The wafer is developed-
washed in a special solvent,
removing the photo-resist—
except in areas struck by the
ultraviolet light. Where the
photo-resist has been removed,
the oxide is now exposed.

for example, with 150,000 transistors capable of executing 100 billion
instructions per day, was built in response to the Ballistic Missile Early
Warning System’s requirements for almost-instant data analysis and
computation. UNIVACIII and several large transistorized systems
from Control Data also were developed for equally sophisticated
scientific applications.

At first, manufacturers looked for clever ways of packaging
transistorized circuits. One of the earliest featured transistors and
printed circuit patterns wired together on cards which could be
plugged into, or taken out of, a main frame. Thus, if a failure did occur,
the faulty circuit could be replaced easily.

But even occasional failures were much too frequent for many
users, particularly when the computer was a key element in a defense
system. Analysis showed that most of the problems occurred in the
interconnections rather than the transistors themselves: in the solder
joints, at the plug-and-socket connections, at wire-wrap joints, and so
forth. And the next developmental step was to find a way of minimiz-
ing or eliminating these troublesome spots.

A new industry had developed in the United States in the early
1950s—the semiconductor industry. In 1956 William Shockley, co-
inventor of the transistor, left Bell Laboratories to form the Shockley
Transistor Division of Beckman Instruments in Palo Alto, California.
A year later, eight of Shockley’s best engineers left, and with the back-
ing of Fairchild Camera and Instrument Corporation started a division
which became known as Fairchild Semiconductor in the same area of
Santa Clara County. Within a few years, so many new semiconductor
corporations had been set up in and around Palo Alto that the region
became known as “Silicon Valley.” One of the redeeming features of
semiconductor research, development, and manufacture was that a

- new firm could be started with relatively modest amounts of venture

capital. Even as Fairchild Semiconductor prospered and grew, several
of that company’s best engineers left to start their own operations.

It did not take long for this activity to start paying off. In 1953, for

_instance, a Radio Corporation of America physicist applied for a patent

on a circuit that could be fabricated on a single block of germanium; a
year or two later several English scientists extended the concept; in
1958 an engineer at Texas Instruments succeeded in making an
integrated circuit (IC); and a few months after that a team at Fairchild
Semiconductor began work on what today are called microelectronic
circuits.

Simply put, an integrated circuit is one in which all the active and
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wafer surface.
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The wafer is then “doped”
with the desired impurity by
putting it into a diffusion
furnace in the presence of an
impurity vapor and baking
it at a temperature of 900°
Celsius for more than an
hour. In this process of dif-
fusion, the gaseous elements
enter only those areas where
the oxide was removed, alter-
ing the electrical characteris-
tics of those areas.

Large-Scale Integration

passive elements are formed together on a small chip of semiconductor
material. There are no separately installed joints, wires, or other parts
that can break or become unraveled. Nevertheless, even an integrated
circuit can fail—usually as a result of a manufacturing defect. The
answer to this problem came from IBM engineers who designed a
high-speed machine capable of testing the tiny chips before they are
installed in a computer. Thus, once an integrated circuit is inside a data
processing system, its failure rate is virtually nil.

Although the early ICs were formed on a germanium base, it soon
became evident that silicon offered some distinct advantages. The rea-
son lies in the basic process. Most integrated circuits today are made
by the same kind of photoetching techniques used in metalworking
industries. To start, engineers coat the surface of a semiconductor
wafer with a thin photosensitive film called “photoresist.” What this
does, in effect, is to turn the wafer into a kind of photo contact paper.
Then a mask or stencil of the circuit pattern that has been photograph-
ically reduced from a large drawing is placed over the surface and
exposed to ultraviolet light. The light has the effect of either hardening
or softening parts of the material. The softer material is washed away
by a solvent, leaving the semiconductor surface open or exposed in the
desired pattern. As a final step, doping impurities or metal for the
interconnection lines are deposited on the exposed areas.

The photosensitive material, however, is insufficient by itself to
prevent some dopants from depositing on other areas of the chip.
Because of this, chemists started looking for a more impermeable
material. Because its oxide is quartz, one of the hardest and most
impenetrable materials known, silicon was an obvious choice. No
other semiconductor, in fact, provided such qualities; silicon soon
became the material-of-choice in chip manufacture.

Today the universal process for manufacturing integrated circuits
(known as Silicon Planar Technology) is as follows: a thin wafer of sili-
con is oxidized and coated with photoresist. The resist, in turn, is
developed to expose the circuit pattern; the wafer is then treated with
hydrofluoric acid to dissolve the exposed areas of silicon dioxide, right
down to the underlying base of pure silicon. The exposed silicon is
finally doped with the desired impurity by baking it in a furnace in the
presence of an impurity vapor—a process called diffusion.

Initially, single integrated circuits were replicated scores of times
over on the starting wafer, and then the wafer was diced into indi-
vidual chips. It soon became evident, though, that a much more func-
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tional device could be formed by interconnecting several of these cir-
cuits. The result was what industry people called Large-Scale Integra-
tion (LSI), in which a large number of circuits, each with a different
function, are formed together on a single, ¥4 -inch-square silicon chip.

LSIs, which appeared in the late 1960s, gave the computer indus-
try a huge boost. Because the first two generations of data processing
machines had tremendous cost, heavy power needs, and huge heat dis-
sipation problems, the only organizations that could even consider
installing them were large government agencies, major scientific
centers, and leading corporations.

With LSI technology, however, the size, cost, electrical drain, and
heat generation of computers were reduced to the point where the sys-
tems came within reach of most medium-sized and some smaller com-
panies. Not only did this mean a vastly expanded marketplace for
computer manufacturers, but it also opened the gates for hundreds of
entirely new firms. Among them were consulting organizations to help
a company plan its data processing needs and install the equipment;
“software”” houses to write the special programs required by industry;
peripheral equipment manufacturers to produce data storage facilities,
terminals, and other “plug-compatible”” devices which could be linked
to a main frame; and a still growing number of smaller manufacturers
making special function and miniaturized computers. Thus, what
started as technology dominated by just a few firms soon involved
hundreds of different companies.

When Bell Laboratories announced the transistor back in 1948, no
one could really foresee the revolution in electronics that would fol-
low. Yet, by 1960, even the tiny transistor seemed bulky when com-
pared with the integrated circuits and the large scale integration which
crowded increasing numbers of components onto an ever-shrinking
silicon square. Still another quantum jump in the technology of minia-
turization can be witnessed today—the emergence of the so-called
“miracle chip” on which both logic and memory circuitry are con-
tained. :

There is some question as to whether Texas Instuments or The
Intel Corporation was first in developing microprocessors. The most
widely repeated story, however, concerns a project which took place at
Intel back in 1969. As Time Magazine described the events:

Fresh out of Stanford University, where he had been a
research associate, M. E. “Ted” Hoff was placed [by

Intel] in charge of producing a set of miniature com-
ponents for programmable desk-top calculators that a
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Japanese firm planned to market. After studying the
circuitry proposed by the Japanese designers, the shy,
self-effacing Hoff knew that he had a problem. As he
recalls: “The calculators required a large number of
chips, all of them quite expensive, and it looked, quite
frankly, as if it would tax all our design capability.”

To solve the problem, Hoff came up with a novel idea. Why not
place most of the calculator’s arithmetic and logic circuitry on one tiny
chip of silicon? After wrestling with the design, Hoff and his associates
at Intel were able to place nearly all the elements of a central processing
unit (CPU)—the “main frame,” as it is called in large scale systems—
on a single chip. Finally unveiled in 1971, the one-chip CPU, now
called a microprocessor, contained 2,250 transistors in an area barely
1/6 of an inch long and 1/8 of an inch wide. In computational power, the
tiny microprocessor was almost as powerful as the original ENIAC,
and performed as well as many IBM machines of the 1960s. It was, as
the company was quick to advertise, “a new era of integrated
electronics...a micro-programmable computer on a chip.”

To most people, the word “larger” usually means ““faster” or
“more powerful.” A large, eight-cylinder engine, for instance, pro-
duces more horsepower than a small, four-cylinder one. A mammoth
steam shovel can probably dig out more dirt in one scoop than a person
with a spade could move in many months. In the familiar mechanical
world, a larger machine almost always does a job faster, more easily,
and more economically than a smaller one.

In microelectronics, however, the reverse holds true. Chips are
hundreds or thousands of times smaller than the vacuum tubes and
transistors they have replaced. Yet everything about them is faster,
more powerful, more reliable, and more economical. A desk-size com-
puter today can often produce the same amount of work as a computer
that once occupied an entire room. In computers, because a major lim-
iting factor in the rate of computing is the time required to move elec-
tric signals within the machine, small is beautiful. As more com-
ponents are packed onto a chip, signals travel shorter distances and cal-
culating speeds go up; and as density and speed increase, computing
costs go down. The result: many times faster processing at a fraction of
the cost.

For those applications where small size is in itself a desirable end,
the chip is made to order. Electronic wrist watches, versatile pocket cal-
culators, portable foreign language translators, computer-controlled
microwave ovens, automatically focused cameras, palm-size color
television sets, automobile trip computers, engine monitoring
computers—all of the new miniaturized computational devices on the
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PROGRAMMING

market today—owe their existence to the thousands of transistors,
memory cells, and passive elements crammed onto the surface of a sili-
con chip small enough to pass through the eye of a needle.

Grace Murray Hopper
(1906- )
IBM Archives

As circuitry got smaller and more reliable, an equally important
change took place in the programming of computers. When data proc-
essing systems first appeared, most scientists needed an intermediary
trained in programming to use them. Even with this kind of help, it
took months or years to write a major program. The reason was that
even the simplest problems involved the laborious and error-prone
process of setting down long segments of instructions in the precise
order needed by the machine. As a result, most organizations had to
hire large—and expensive—programming staffs if they wanted to get
their system “on the air” in a reasonable amount of time.

The first major improvement came from the work of Grace
Hopper, who started programming with Howard Aiken’s MARK I
computer group. She later served as a senior mathematician for the
short-lived Eckert-Mauchly Computer Corporation and finally did
some of her most productive work for the Remington Rand UNIVAC
group. At Remington Rand, she developed the first practical “com-
piler” program which translated relatively compact instructions, such
as “ADD C,” into detailed binary code. More than anything else, her
work showed that the computer itself could be used to do its own pro-
gram writing, translating more or less standard English terms into
binary numbers.

The next major advance came with the development of so-called
problem-oriented languages. The first of these, still widely used, was
FORTRAN, created by John Backus and his IBM colleagues in 1956.
FORTRAN gave scientists, in particular, the ability to write their own
programs in algebra-like expressions. Other math-oriented languages,
suchas ALGOL, PL/1, and APL, followed and had a profound influ-
ence on scientific computing. With ALGOL, for example, a complex
program could be written in a few instructions instead of in several
FORTRAN pages. Thus, programming became faster and ““debug-
ging”’ easier, with the net result of a drastic reduction in turn-around
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