CORE QUESTIONS and REPORT TEMPLATE
 for 

FY 2002 NSF COMMITTEE OF VISITOR (COV) REVIEWS

Guidance to NSF Staff: This document includes the FY 2002 set of Core Questions and the COV Report Template for use by NSF staff when preparing and conducting COVs during FY 2002. Specific guidance for NSF staff describing the COV review process is described in the recently revised Subchapter 300-Committee of Visitors Reviews (NSF Manual 1, Section VIII), which can be obtained at http://www.inside.nsf.gov/od/gpra/. 

NSF relies on the judgment of external experts to maintain high standards of program management, to provide advice for continuous improvement of NSF performance, and to ensure openness to the research and education community served by the Foundation. Committee of Visitor (COV) reviews provide NSF with external expert judgments in two areas: (1) assessments of the quality and integrity of program operations and program-level technical and managerial matters pertaining to proposal decisions; and (2) the degree to which the outputs and outcomes generated by awardees have contributed to the attainment of NSF’s mission, strategic goals, and annual performance goals. 

The Core Questions developed for FY 2002 are a basic set of questions that NSF must respond to as a whole when reporting to Congress and OMB as required by GPRA. The questions are derived from the OMB approved FY 2002 performance goals and apply to the portfolio of activities represented in the program(s) under review. The program(s) under review may include several subactivities as well as NSF-wide activities. The directorate or division may instruct the COV to provide answers addressing a cluster or group of programs - a portfolio of activities integrated as a whole- or to provide answers specific to the subactivities of the program-with the latter requiring more time but providing more detailed information. 

The Division or Directorate may choose to add questions relevant to the activities under review. Not all core questions are relevant to all programs. NSF staff should work with the COV members in advance of the meeting to provide them with organized background materials and to identify questions/goals that apply to the program(s) under review. NSF staff should help COVs to focus on questions or goals that apply to the program under review, and avoid questions that do not apply.

Guidance to the COV:  The COV report should provide a balanced assessment of NSF’s performance in two primary areas:  (A) the integrity and efficiency of the processes which involve proposal review; and (B) the quality of the results of NSF’s investments in the form of outputs and outcomes which appear over time. The COV also explores the relationships between award decisions and program/NSF-wide goals in order to determine the likelihood that the portfolio will lead to the desired results in the future. Discussions leading to answers for Part A of the Core Questions will require study of confidential material such as declined proposals and reviewer comments. COV reports should not contain confidential material or specific information about declined proposals. Discussions leading to answers for Part B of the Core Questions will involve study of non-confidential material such as results of NSF-funded projects. It is important to recognize that the reports generated by COVs are used in assessing agency progress in meeting government required reporting of performance, and are made available to the public.
Clear justifications for goal ratings are critical – ratings without justifications are not useful for agency reporting purposes. Specific examples of NSF supported results illustrating goal achievement or significant impact in an area should be cited in the COV report, with a brief explanation of the broader significance for each. Areas of program weakness should be identified. COV members are encouraged to provide feedback to NSF on how to improve in all areas, as well as the COV process, format, and questions.
FY 2002 REPORT TEMPLATE FOR

 NSF COMMITTEES OF VISITORS (COVs)

	Date of COV: May 14, 2002

	Program/Cluster: PACI


	Division: CISE

	Directorate: ACIR


	Number of actions reviewed by COV: 3 Awards 4 Declines and 2 Continuations


PART A.   INTEGRITY AND EFFICIENCY OF THE PROGRAM’S PROCESSES AND MANAGEMENT

Briefly discuss and provide comments for each relevant aspect of the program's review process and management. Comments should be based on a review of proposal actions (awards, declinations, and withdrawals) that were completed within the past three fiscal years. Provide comments for each program being reviewed and for those questions that are relevant to the program under review. Quantitative information may be required for some questions. Constructive comments noting areas in need of improvement are encouraged.  Please do not take time to answer questions if they do not apply to the program.

A.1  Questions about the quality and effectiveness of the program’s use of merit review procedures. Provide comments in the space below the question.  Discuss areas of concern in the space below the table.  

	QUALITY AND EFFECTIVENESS OF MERIT REVIEW PROCEDURES
	YES, NO, or

DATA NOT AVAILABLE

	Is the review mechanism appropriate? (panels, ad hoc reviews, site visits)

Comments:

The review mechanism is quite comprehensive; including site visits and reverse site visits.  The review panels contain a large number of people with varied expertise, which, when taken together, provide extensive coverage of the areas relevant to the proposals under consideration.  Further, the panels have requested ad hoc supplementary information when it was necessary, in order to provide detailed (and often proprietary) technical information – typically to verify claims made by the PIs that could not be verified by other means.  It is clear that due to the substantial funding targets for the awards and continuations, the review panels were significant in size, comprehensive in coverage, and that the process was exceedingly thorough.  Further, it should be noted that NSF personnel went to great lengths to accommodate requests of the various panels.

It is important to note that the scientific and engineering community was in fact surprised by some of the outcomes (e.g., the TCS award to PSC and the requirement of a site visit for the DTF proposal), which indicates to this COV that the process was thorough and exceptional fair, without any predisposition to an outcome.


	Yes

	Is the review process efficient and effective?

Comments:

The process is remarkably efficient and effective, utilizing state-of-the-art conferencing facilities (teleconferencing, Access Grid, etc.), site visits, and reverse site visits, as appropriate.  In addition, the timeline from submission to NSF recommendation was incredibly fast, as is shown in response to the question below.

	Yes

	Is the time to decision appropriate?

Comments:

TCS Proposals:

Submitted: April 3, 2000

1st review panel meeting: April 17, 2000

Site Visits: 

        SDSC May 3-4, 2000

        PSC May 16-17, 2000

        NCSA May 18-19, 2000

2nd review panel and final panel recommendation: May 24, 2000

NSB package presented and approved August 2,3

DTF Proposal:

Submitted: April 19, 2001

1st panel meeting May 4,5, 2001

Reverse Site Visit and 2nd panel meeting including final recommendation:


June 5, 2001

NSB package presented and approved: August 13, 2001


	Yes

	Is the documentation for recommendations complete?

Comments:

The panel reviews were extremely thorough, as was the recommendation provided by the NSF program director, which incorporated information from the panel review, indicating clearly that the NSF program director was intimately involved in the process. 

	Yes

	Are reviews consistent with priorities and criteria stated in the program’s solicitations, announcements, and guidelines?
 Comments:

The NSF program director’s reviews included responses to the specific questions that were in the initial CFP.  The annual reviews of the PACI program included extensive queries to the PACI sites covering details of priorities stated in the RFPs.


	Yes


Discuss issues identified by the COV concerning the quality and effectiveness of the program’s use of merit review procedures:

The COV is impressed with the quality and effectiveness of the program’s evaluation process.  There is some concern that the frequency and volume of reporting from the partnerships to NSF is creating a significant burden on the leadership teams of the partnerships.  
A. 2  Questions concerning the implementation of the NSF Merit Review Criteria (intellectual merit and broader impacts) by reviewers and program officers. Provide comments in the space below the question. Discuss issues or concerns in the space below the table. (Provide fraction of total reviews for each question)
	IMPLEMENTATION OF NSF MERIT REVIEW CRITERIA
	% REVIEWS 

	What percentage of reviews address the intellectual merit criterion?
	91

	What percentage of reviews address the broader impacts criterion?
	60

	What percentage of review analyses (Form 7’s) comment on aspects of the intellectual merit criterion?
	100

	What percentage of review analyses (Form 7’s) comment on aspects of the broader impacts criterion?
	100


Discuss any concerns the COV has identified with respect to NSF’s merit review system.

A.3   Questions concerning the selection of reviewers. Provide comments in the space below the question. Discuss areas of concern in the space below the table. 

	Selection of Reviewers
	YES , NO

Or DATA NOT AVAILABLE

	Did the program make use of an adequate number of reviewers for a balanced review? 

Comments:

The number of reviewers for DTF (12) and TCS (14) was appropriate.  Considering the complexity of the programs and the size of the budget, NSF has done an outstanding job in bringing together an exceptional group of non-conflicted reviewers. 


	Yes

	Did the program make use of reviewers having appropriate expertise and/or qualifications? 

Comments:

The reviewers, who came from industry, academia, and government labs, have a collective expertise that covers all areas of the proposals being evaluated.


	Yes

	Did the program make appropriate use of reviewers to reflect balance among characteristics such as geography, type of institution, and underrepresented groups?

Comments:

The set of reviewers was exceptionally well balanced in terms of geography, the types of institutions (as mentioned above), and in terms of underrepresented groups.


	Yes

	Did the program recognize and resolve conflicts of interest when appropriate?

Comments:

The NSF personnel did an excellent job in terms of balancing expertise and conflicts of interest to arrive at a qualified group of evaluators.  When conflicts did arise, the NSF personnel handled such situations in an efficient and equitable fashion that allowed for a thorough evaluation of proposals by experts in the field.


	Yes

	Did the program provide adequate documentation to justify actions taken?

Comments:

The documentation is extensive.


	Yes


Discuss any concerns identified that are relevant to selection of reviewers in the space below.

A.4  Questions concerning the resulting portfolio of awards under review.  Provide comments in the space below the question. Discuss areas of concern in the space below the table.
	RESULTING PORTFOLIO OF AWARDS
	APPROPRIATE,

NOT APPROPRIATE, 

OR DATA NOT AVAILABLE

	Overall quality of the research and/or education projects supported by the program.

Comments:

The PACI program, DTF, and TCS do not support fundamental research.  However, the infrastructure provided by this program (hardware, software, consulting) supports fundamental research throughout the country.  In addition, state-of-the-art peer-reviewed research has been leveraged by these programs through the ET and AT programs to bring hardware and software tools to the broader research community and the nation at large.  

Further, the Education Outreach and Training (EOT)-PACI program is one of the crown jewels of the PACI program.


	Appropriate

	Are awards appropriate in size and duration for the scope of the projects?

Comments:


	Appropriate

	Does the program portfolio have an appropriate balance of

· High Risk Proposals

Comments:

The program is, by definition, high risk.  In fact, the 6 proposals considered during this timeframe represent a wide range of risk, were multidisciplinary in nature, and certainly presented innovative ideas.


	Appropriate

	· Multidisciplinary Proposals

Comments:


	Appropriate

	· Innovative Proposals

Comments:


	Appropriate

	Of those awards reviewed by the committee, what percentage of projects address the integration of research and education?

Comments:

DTF and TCS are infrastructure proposals, not research proposals, so it was not a core part of these efforts.  However, the review panel in both cases was seriously concerned about these issues, as was the NSF personnel.  Further information was requested by the review panels about integration of research and education. These concerns manifested themselves in the form of extensive discussions of expectations with the awardees by NSF personnel.


	Percentage

100


Discuss any concerns identified that are relevant to the quality of the projects or the balance of the portfolio in the space below.

Funds for TCS and DTF could not include an operating budget since they were MRE funded.  The result is that the two largest NSF supercomputing platforms must be maintained with a relatively small operating budget.  In addition, the limited duration of these supercomputing partnerships/centers makes it difficult to build stability into the system, which is important to the management of these partnerships/centers, as well as to the investigators who use the sites for high-performance computing.

PART B.  RESULTS :   OUTPUTS AND OUTCOMES OF NSF INVESTMENTS

NSF investments produce results that appear over time.  The answers to questions for this section are to be based on the COV’s study of award results, which are direct and indirect accomplishments of projects supported by the program.  These projects may be currently active or closed out during the previous three fiscal years.  The COV review may also include consideration of significant impacts and advances that have developed since the previous COV review and are demonstrably linked to NSF investments, regardless of when the investments were made.  Incremental progress made on results reported in prior fiscal years may also be considered.

The attached questions are developed using the NSF outcome goals in the 2002 Performance Plan. The COV should look carefully at and comment on (1) noteworthy achievements of the year based on NSF awards; (2) the ways in which funded projects have collectively affected progress toward strategic outcomes; and (3) expectations for future performance based on the current set of awards. NSF asks the COV to reach a consensus regarding the degree to which past investments in research and education have measured up to the annual strategic outcome goals.

The COV’s should address each relevant question.  Questions may not apply equally to all programs.  COVs may conclude that the program under review appropriately has little or no effect on progress toward a strategic outcome, and should note that conclusion in the COV’s report.

The following report template provides the broad FY 2002 Strategic Outcomes for People, Ideas and Tools, the FY 2002 performance goals for each outcome, and the specific indicators used to measure performance in meeting the annual performance goal.  If the COV members are not sure how to interpret the goal or indicators for the particular program, they should request clarification from the NSF program staff.

To justify significant achievement of the outcome goals and indicators, COV reports should provide brief narratives, which cite NSF-supported examples of results. For each NSF example cited, the following information should be provided in the report:

NSF Award Number

PI Names

PI Institutions

Relevant Performance Goal/Indicator

Relevant Area of Emphasis

Source for Report

B.1.a  COV Questions for PEOPLE Goal

NSF OUTCOME GOAL for PEOPLE: Developing  “a diverse, internationally competitive and globally engaged workforce of scientists, engineers, and well-prepared citizens.”

Consider each of the seven indicators for the PEOPLE goal.  Has the activity supported projects that demonstrate significant achievement for the PEOPLE outcome goal indicators? To justify your answer, provide NSF-supported examples for each of the relevant indicators that apply to the activity and explain why they are relevant or important for this outcome in the space following the table.   If projects do not demonstrate significant achievement, comment on steps that the program should take to improve.  Please do not discuss if the indicator is not relevant to the activity.

	PEOPLE GOAL INDICATORS
	PROGRAM ACHIEVEMENT

SIGNIFICANT, OR

NOT SIGNIFICANT , OR 

DOES NOT APPLY, OR 

DATA NOT AVAILABLE 

(select one)

	Development of well-prepared scientists, engineers or educators whose participation in NSF activities provides them with the capability to explore frontiers and challenges of the future;

Comments:

This is a primary goal of the NSF PACI Education Outreach and Training (EOT-PACI) program, which is jointly funded by both PACI programs. In addition both PACI centers have extensive training programs for use of their facilities. 

	Significant

NPACI Award

Alliance Award



	Improved science and mathematics performance for U.S. K-12 students involved in NSF activities;

Comments:  

The EOT-PACI program has numerous components aimed at K-12 students, which are enthusiastically received.  Several examples are given below.


	Significant

NPACI Award

Alliance Award



	Professional development of the SMET instructional workforce involved in NSF activities;

Comments:

The EOT-PACI program has multiple programs to reach the instructional workforce. Their 2001 annual report gave the metric that they reached 1400 K-12 teachers and 4000 elementary to undergrad students with their programs
	Significant

NPACI Award

Alliance Award



	Contributions to development of a diverse workforce through participation of underrepresented groups (women, underrepresented minorities, persons with disabilities) in NSF activities;

Comments: Programs sponsored by the EOT-PACI in this area are too numerous to mention.  A number of the programs are leveraged with funding from other parts of NSF or other agencies – where the EOT-PACI program provides the ideas and expertise to execute the program.


	Significant

NPACI Award

Alliance Award



	Participation of NSF scientists and engineers in international studies, collaborations, or partnerships;

Comments: There are many individual research projects under the PACI programs that involve international project leads / investigators. A quick scan of PACI project reports showed participation from Australia, Finland, France, Germany, Israel, Norway, Sweden, Switzerland, and UK.  The PACI program has an exchange program with Russia and a MOU with the UK.  In addition the Grid project has many international participants and access points, so the PACI program is an enabler for general community collaborations with international partners.


	Significant

NPACI Award

Alliance Award



	Enhancement of undergraduate curricular, laboratory, or instructional infrastructure;

Comments: The PACI centers both include a number of partner sites at Universities around the country where enhanced networking and computing equipment have been installed.  In addition the EOT-PACI has had several projects aimed at improving Computing Science curricula. 


	Significant

NPACI Award

Alliance Award



	Awardee communication with the public in order to provide information about the process and benefits of NSF supported science and engineering activities.

Comments:  Both of the PACI programs publish excellent quarterly publications – the enVision publication from NPACI and the Access publication from Alliance.  These are targeted to the general community to report their research reports.


	Significant

NPACI Award

Alliance Award




Provide one or more examples of NSF supported results with award numbers to justify each selection above. For each example, provide a brief narrative, to explain the importance of the result in non-technical terms. For each NSF example cited, include the following information:

NSF Award Number:  NPACI (96-19019) & Alliance (96-19020)

PI Names: Berman & Reed / 

PI Institutions:  SDSC & U of Illinois / 

Relevant Performance Goal/Indicator: People / Development of well-prepared scientists, engineers or educators whose participation in NSF activities provides them with the capability to explore frontiers and challenges of the future;
Relevant Area of Emphasis:  

Source for Report: EOT-PACI highlights 2001

EOT-PACI scaled GirlTECH’s successful teacher professional development program, TeacherTECH, from 30 Houston-area teachers per year to 100 teachers in four sites—Boston, D.C., Houston, and San Diego.

The EOT-PACI  Biology Student Workbench (peptide. ncsa.uiuc.edu) and EdGrid (www.eot.org/edgrid) partners brought together undergraduate preservice teachers, K-12 teachers, undergraduate faculty, and scientists to build new communities of practice that are now introducing bioinformatics to K-16 education. An EdGrid report is available at www.eot.org/edgrid/interim_report_01.doc.
NSF Award Number:  NPACI (96-19019) & Alliance (96-19020)

PI Names: Berman & Reed / 

PI Institutions:  SDSC & U of Illinois / 

Relevant Performance Goal/Indicator: People - Improved science and mathematics performance for U.S. K-12 students involved in NSF activities;
Relevant Area of Emphasis

Source for Report

The EOT-PACI project under the direction of Richard Tapia, Rice University, and Baine Alexander / Jilie Foertsch, U of Wisc. Madison developed the Learning through Evaluation, Adaptation, and Dissemination (LEAD) Center at the University of Wisconsin, Madison. Each year LEAD evaluates a different project or set of projects. One specific program that benefited from its work with LEAD is the Spend a Summer with a Scientist (SaS) Program at Rice University, which provides the opportunity for college students to work under the guidance of center researchers.  This program has had a high success rate in encouraging students to stay in the areas of mathematics, computational science, or engineering.

The EOT-PACI project under the direction of Paul Woodward, U Minnesota sponsors the Secondary Education in Computational Science (SpECS) summer program at the University of Minnesota to develop simulations to help students understand “real-Life” science.  Students and teachers, working with the program director, Paul Woodward, and project coordinator Julia Sytina, have worked on computational physics simulations that are incorporated into school-year curricula. The program helps students learn not only about computational science, but also about the roots of scientific discovery: curiosity, imagination, creativity, and playfulness.   (July-Sept. 99 issue of enVision published by NPACI and SDSC)
The EOT-PACI project under the direction of Steve Napear, SDSC and Jim Cos and Roger Wynn from Mountain Empire High School, established a program to help bridge the “digital divide” and provide advanced telecommunications to rural Americans with low incomes.  UCSD and SDSC worked with the World Wide Wireless Web Corporation to provide a rural San Diego county school with high-speed Internet access, equipment, and curricula.  Classroom 21, as the project with Mountain Empire High School is called, measured significantly higher achievement test (SAT9) scores after a full school year experience with this project. .   (October – December 2000 issue of enVision published by NPACI and SDSC)
NSF Award Number:  NPACI (96-19019) & Alliance (96-19020)

PI Names: Berman & Reed / 

PI Institutions:  SDSC & U of Illinois / 

Relevant Performance Goal/Indicator: People -  Professional development of the SMET instructional workforce involved in NSF activities;
Relevant Area of Emphasis

Source for Report

The EOT-PACI program has a thrust in Developing Learning Technologies. These include  the Computational Science Educators Reference Desk (CSERD) developed by the Shodor Foundation; the Sociology Workbench (SWB) developed by the Education Center on Computational Science and Engineering (EC/CSE) at SDSU; the Biology Workbench from SDSC and NCSA (used by researchers and educators), 3-D models for ecological and architectural decision-making and research by the Institute for Advanced Technology in the Humanities (U Virginia), the EduPortal work of the EdGrid project, and the EOT-PACI-PACI Web site by NCSA and Boston U.  (EOT-PACI Annual Report FY00 Accomplishments)
NSF Award Number:  NPACI (96-19019) & Alliance (96-19020)

PI Names: Berman & Reed / 

PI Institutions:  SDSC & U of Illinois / 

Relevant Performance Goal/Indicator: People Contributions to development of a diverse workforce through participation of underrepresented groups (women, underrepresented minorities, persons with disabilities) in NSF activities;
Relevant Area of Emphasis

Source for Report

CRA-W (cra.org/Activities/craw) mentoring programs and conferences continue their success, and several CRA-W publications have been distributed, including “Career Mentoring Workshops” and “Graduate School Information Guide.” The Coalition to Diversify Computing (CDC) produced and distributed “Recruitment and Retention of Underrepresented Minority Graduate Students in Computer Science.”

The EOT-PACI Girls are GREAT and Science Enrichment projects, once focused on San Diego minority Girl Scouts, now reach 10,000 girls, leveraging this well received program far beyond original expectations. Under the direction of Rozeanne Steckler and Mike Bailey this program working with the Girl Scouts primarily in underserved communities.  In May 2000, the San Diego-Imperial Girl Scout Council presented it’s “Spirit Award” to Steckler and Bailey for their outstanding support in bringing science and technology to young girls and bridging the gap between technology and females who are not always exposed to science.

The EOT-PACI project under the direction of Hans Werner Braun – with funding from the NSF Networking program established a collaboration between the Pala Band of Indians and the UCSD High Performance Wireless Research and Education Network (HPWREN) research project to bring wireless Internet service to the tribe’s remote reservation.  One of the ways in which the Pala people are using the new connectivity is to educate their children.

The EOT-PACI program in October, 2001 organized a special symposium in honor of Richard Tapia (co-director of the EOT-PACI program) for the Celebration of Diversity in Computing. It was cosponsored by numerous organizations including the Association for Computing Machinery (ACM).  The theme of this first symposium was “Expanding Horizons” and the level of excitement by attendees of the meeting was unusually high. 

NSF Award Number:  NPACI (96-19019) & Alliance (96-19020)

PI Names: Berman & Reed / 

PI Institutions:  SDSC & U of Illinois / 

Relevant Performance Goal/Indicator: People - Participation of NSF scientists and engineers in international studies, collaborations, or partnerships;

Relevant Area of Emphasis

Source for Report

The PACI program has established a MOU between NSF and SPSRC 
in the UK in the area of High Performance Computing.  A workshop on Grid Computing was held in San Francisco in Aug, 2001.  UK researchers have chosen the Storage Resource Broker developed by NPACI as a core component of a grid architecture that will connect users at more than 10 sites.

NSF Award Number:  NPACI (96-19019) & Alliance (96-19020)

PI Names: Berman & Reed / 

PI Institutions:  SDSC & U of Illinois / 

Relevant Performance Goal/Indicator: People - Enhancement of undergraduate curricular, laboratory, or instructional infrastructure;
Relevant Area of Emphasis

Source for Report

The prototyping of learning systems (Garnet, eTEACH, and EADS) among different communities are enabling PACI teams and educators to deploy and evaluate effective tools, infrastructure, and pedagogy for learning. The Garnet collaborative portal developed at Indiana allows both handheld and desktop devices to join in collaborative sessions that support universal access. The eTEACH (eteach.engr.wisc.edu) software, providing curricular reform using Web-based multi-media instructional materials, was used in a 600-student computer science course at the University of Wisconsin- Madison; an evaluation showed improved course outcomes. The EADS (Educational Applications Dissemination Server) portal developed the core functions for a server-based workbench environment to support teacher incorporation of modeling and visualization tools into the classroom, including a desktop-like environment to create and view project spaces, customizable folder organization systems, personalized profiles for individuals and projects, metadata classifications through cataloging tools, live news feeds, and other features. 

The Access Grid-in-a-Box Training Team created beta versions of four WebCT-based tutorials targeted at providing Access Grid users with training on building, installing, and operating Access Grid nodes. (EOT-PACI FY01 Accomplishments)

NSF Award Number:  NPACI (96-19019) & Alliance (96-19020)

PI Names: Berman & Reed / 

PI Institutions:  SDSC & U of Illinois / 

Relevant Performance Goal/Indicator

Relevant Area of Emphasis

Source for Report

B.1.b COV Questions related to PEOPLE Areas of Emphasis

For each relevant area shown below, determine whether the program’s investments and available results demonstrate the likelihood of strong performance in the future? Justify your argument by providing NSF-supported examples of investment results (with grant numbers) that relate to or demonstrate outcomes for the PEOPLE goal and relevant indicators.  If the area of emphasis is not relevant to the activity, do not discuss.

	PEOPLE Areas of Emphasis
	Demonstrates likelihood of strong performance in future? 

(Yes, No, Does Not Apply or Data Not Available)

	K-12 Education -President’s Math and Science Partnership 

Comments:

Efforts of the EOT-PACI programs have had K-12 education impact, but not in this specific program.


	Does Not Apply



	Learning for the 21st Century:

· Centers for Learning and Teaching (CLT)   

· NSF Graduate Teaching Fellows in K-12 Education (GK-12) 

Comments:


	Does Not Apply 



	Broadening Participation

· Minority-Serving Institutions (MSI) programs 

Comments: Efforts of the EOT-PACI programs have had MSI education impact, including efforts related to the access grid and X-in-a-Box.


	Yes

NPACI Award

Alliance Award



	Graduate Student Stipends

· Increasing stipends for GRF, IGERT, and GK-12 

Comments:


	Does Not Apply 




Provide one or more examples of NSF supported results with grant numbers to justify each selection above. For each example, provide a brief narrative to explain the importance of the result in non-technical terms. For each NSF example cited, include the following information:

NSF Award Number

PI Names

PI Institutions

Relevant Performance Goal/Indicator

Relevant Area of Emphasis

Source for Report

Comment on steps that the program should take to improve performance in areas of the PEOPLE goal. 

The EOT-PACI program has been very successful.  The NSF could make more use of this program as a model for increasing outreach in other scientific areas.  In addition an effort might be made by EOT-PACI to replicate some of their most successful small projects in other geographical areas. 

B.2.a COV Questions for IDEAS Goal

NSF OUTCOME GOAL for IDEAS:  Enabling “discovery across the frontier of science and engineering, connected to learning, innovation, and service to society.”

Consider each of the six indicators for the IDEAS goal in the table below.  Has the activity supported projects that demonstrate significant achievement for the IDEAS outcome goal indicators? Complete the table below for each program reviewed.  To support your results in the table, provide NSF-supported examples for each of the relevant indicators that apply to the activity and explain why they are important for the IDEAS outcome. If projects do not demonstrate significant achievement, comment on steps that the program should take to improve.  Do not discuss if indicator is not relevant to the activity.

	IDEAS INDICATORS
	PROGRAM ACHIEVEMENT 

Select one:

SIGNIFICANT, 

NOT SIGNIFICANT, 

DOES NOT APPLY or

DATA NOT AVAILABLE



	Discoveries that expand the frontiers of science, engineering, or technology;

Comments:

The PACI program provides resources and capabilities that have never before been available to the academic community.  Simulations can be carried out for increasingly complex systems, at unprecedented resolutions, and for greater length- and time-scales.  These make it possible for breakthrough results to be achieved in a wide range of fields in science and technology.
An example breakthrough enabled by large scale simulation is in the area of fiber optic network design.  A factor limiting the performance of optical fiber networks is fading of the light signal over distance. On trans-Atlantic optical cable, for instance, there are amplifiers every 50 km—amplifiers that cost about a quarter of a million dollars apiece and require their own power supplies. Is there a way around this problem?

In obtaining a fundamental, atomic-level understanding of the properties of a range of optical materials, a group at MIT directed by John Joannopoulos has found what may prove to be an ideal answer. They have designed a way of using "photonic band gap" materials to reflect and concentrate light in a new kind of waveguide. The work was published (with a cover picture) in Science (289, 415-419, 21 July 2000).  The solution devised by Joannopoulos and colleagues combines some of the best features of metallic coaxial cable and conventional waveguides.  If the designs can be manufactured in an economical way they should have greater carrying capacity and may obviate the necessity for expensive amplifiers in optical fiber networks.


	SIGNIFICANT

If Significant, provide award #s

	Discoveries that contribute to the fundamental knowledge base;

Comments:

This indicator refers to the incremental process of knowledge acquisition, thereby developing a better understanding of fundamental systems or processes.  The wide range of applications, and the large number of users in many disciplines testify to significant achievements by the PACI program in this idea indicator.

Two ways to further advance fundamental knowledge are through adding increasing physics to a model, and by adding increasing resolution.  Projects which exemplify these developments are

1) improved space plasma simulations, and 2) improved storm modeling.

Joseph Eastman and Roger Pielke, Sr., of Colorado State University (CSU) have used their Regional Atmospheric Modeling System (RAMS) to probe the dynamics of hurricanes and other atmospheric phenomena in unprecedented detail.  This powerful atmospheric model running on NPACI’s Blue Horizon is yielding insights of practical as well as scientific importance. Eastman has used RAMS to model Hurricane Georges, which made landfall on Caribbean islands and the Gulf Coast states in September 1998. RAMS is effective in simulating hurricanes and other phenomena because more fundamental physics is included. Most forecast models operate at a grid spacing of 20 km or greater, and many important phenomena “slip through the cracks.” Blue Horizon has made it possible to run RAMS at a 5 km grid spacing for Georges, so there are 16 grid points in each of the larger cells, making it possible to see more details of the hurricane. Eastman is now using Blue Horizon to run simulations of Hurricane Georges at an even finer horizontal grid spacing of 1 km. “This is approaching a simulation that resolves large turbulent eddies in the atmosphere, and we think it will give better predictions of precipitation, always challenging to model,” said Eastman.

Maha Ashour-Abdalla and the Space Plasma Simulations Group at UCLA have conducted research into the physics of energy and plasma transport through the Earth's magnetosphere, comparing NASA spacecraft observations with supercomputer simulations of the Earth’s magnetosphere and its response to the solar wind. Beginning in July 2000, the group participated in an NPACI Strategic Applications Collaboration (SAC) to improve their simulations.

"Simulation and modeling of plasmas near the Earth has really benefited from the use of supercomputers," said Ashour-Abdalla. "The continual improvement of the resources at SDSC has certainly changed the fortunes of this group. Our ability to treat multicomponent plasmas realistically has been greatly extended."

The UCLA group carried out both local and global simulations of the Earth’s magnetosphere. Their short-term goal is to reproduce observations by spacecraft and explain magnetospheric phenomena.  Modeling observed events permits an assessment of the accuracy of the models and points to those physical processes that need to be added.  Several algorithmic approaches are combined:  global magnetohydrodynamic (MHD) simulations display the big picture, while local, particle-in-cell (PIC) simulations of individual particles show more accurate, detailed interactions. Large-scale kinetics (LSK) is an intermediate type of model in which particles are used along with the global fluid field model to determine the entry of particles from the solar wind into the magnetosphere, and in particular penetration of these particles into the near-Earth region of the magnetosphere. The results of these simulations are then compared to actual observations from the NASA International Solar Terrestrial Physics (ISTP) program, as well as ground-based data obtained by magnetometer chains and radar supported by the National Science Foundation.

The ultimate goal is to refine the models so they are accurate enough to forecast weather in space.


	SIGNIFICANT

If Significant, provide award #s

	Leadership in fostering newly developing or emerging areas;

Comments:

The PACI program has demonstrated leadership in enabling and promoting research in new areas, novel approaches to problem solving, and in providing new tools and directions for scientific research and technological application.  

One key area is enabling grid technology for scientific applications.

As an example of this activity, researchers in Germany and the United States ran a massive relativistic astrophysics simulation at the two supercomputer centers.  The runs were the largest simulations involving Einstein’s General Relativity equations to date, according to Ed Seidel, an astrophysicist at the Max Planck Institute and NCSA and head of the research team based in Germany.  Each four-hour run of the Cactus code package was set up for three supercomputers at NCSA and one at SDSC and linked across the continent by an OC-12 network running data at 622 megabits per second.   

The entire configuration involved 1,500 processors, each as powerful as a high-end desktop computer but far more useful due to the software that coordinated them.  The relativity simulation run across SDSC and NCSA was done without modifying the physics code; other codes inserted into the Cactus framework could be run in this manner as well.  The code originated in the academic research community and is open source software.  In addition to the Cactus toolkit, two other pieces of advanced software made the distributed simulation run feasible.  One was Argonne National Laboratory’s Globus, a toolkit for programming grid computing systems and the basic software infrastructure for systems that integrate geographically distributed computational and information resources.  The second software tool that enabled the runs was MPICH-G2, a grid-enabled implementation of Message Passing Interface (MPI).   


	SIGNIFICANT

If Significant, provide award #s

	Connections between discoveries and their use in service to society;

Comments:

Developing improved understanding and models of complex systems that can potentially lead to breakthroughs of direct benefit to society.  Complex systems require complex models, and the latest generation of supercomputers, made available to the research community by the PACI program, provide the means to study such models.

One example is provided by the work of Kelvin Droegemeier, a professor of meteorology and director of the Center for Analysis and Prediction of Storms (CAPS) at the University of Oklahoma, and his colleagues.  Their goal is to increase severe storm warning time from minutes to hours as well as predict where a storm will strike to within a few kilometers. Using the Advanced Regional Prediction System (ARPS) and 128 processors of an SGI Origin2000 supercomputer at NCSA, in January, 2002 Droegemeier’s team generated daily real-time forecasts at resolutions of 32 km, 9 km, and 3 km. ARPS uses data from geostationary satellites, ground-based observing systems, and the National Weather Services’ new NEXRAD Doppler radar network. This information was fed into 10 daily forecasts for seven days straight resulting in 2 gigabytes of observational data per forecast and 1 million billion floating point operations, or 6 billion floating point operations per second. The forecasts were generated six times faster than real time—that is, a one-hour forecast took 10 minutes or less to compute—and was immediately posted to the Web for other meteorologists to see.   This experiment provided a prototype for the detailed forecast of the future.  The value of such real-time forecasts for preserving life and property is obvious.

Another example is in the area of biochemical research where the interaction of complex molecules can be simulated with increasing accuracy.  This type of research may lead to new treatments for disease.

Separate teams of researchers working at NPACI and at  NCSA and PSC 

are investigating the human immunodeficiency virus (HIV), responsible for acquired immune deficiency syndrome (AIDS).  This virus mutates rapidly and thus quickly develops resistance to new AIDS drugs. Current treatments that inhibit two enzymes essential for viral replication arose from computer simulation and drug design. Researchers led by Senyon Choe of the Salk Institute for Biological Studies are using advanced computing resources at NPACI to study a third enzyme—called HIV integrase— that co-opts the host cell’s machinery for viral replication.  Physicist Marcela Madrid of PSC and Carnegie Mellon University biologist Jonathan Lukin and their collaborators are simulating an enzyme, HIV-l reverse transcriptase that plays an essential role in reproducing the virus and would therefore be an important target for drugs.  The structures of these molecules and their interactions are so complex that even current supercomputer simulations cannot provide complete models.  But the ever-increasing computational capabilities are providing fresh insight into how these enzymes interact, and clues to the ways that new drugs can inhibit their activity.


	SIGNIFICANT

If Significant, provide award #s

	Connections between discovery and learning or innovation;

Comments:

The PACI centers have been instrumental in

integrating new discoveries into a wider body of knowledge, thereby advancing innovation through the assimilation of these new ideas.

One way to accomplish this goal is to create tools that bring computational innovations to a wide community of researchers.

As an example, the National Center for Supercomputing Applications at the University of Illinois at Urbana- Champaign is now making Biology Workbench 3.0 available to users. The new version of the workbench includes an Application Programming Interface (API) as well as a set of biological analysis tools developed by David States, a professor at the Institute for Biomedical Computing at Washington University in St. Louis and a member of the Alliance Molecular Biology Application Technologies team. The new version also gives users the ability to customize tools to meet their specific research needs. 


	SIGNIFICANT

If Significant, provide award #s

	Partnerships that enable the flow of ideas among the academic, public or private sectors.

Comments:

By its very nature, the PACI program is a partnership, and as such promotes the development of computational tools that have widespread applicability amongst a wide variety of institutions.

Certain application codes are used by a number of programs, for different purposes.  Improvements in the algorithms and the performance of these codes can have a significant impact on a number of research communities. 

 As an example, a team led by Michael Wiltberger and John Lyon of Dartmouth College, Charles Goodrich of the University of Maryland, and Tuija Pulkkinen of the Finnish Meteorological Institute in Helsinki are modeling   magnetospheric substorms that occur daily in space, brought on by solar activity, that can dump quadrillions of joules of energy into the earth’s upper atmosphere in about a half an hour.  Using the SGI Origin2000 supercomputer at NCSA, this team of physicists are building facsimiles of real substorms based on data from earth-bound and space-borne instruments. 

Their work is delivering some of the first realistic global views of substorms in progress.  It will also prove critical in the ever-progressing field of space weather forecasting.  Beta testing is underway of a highly scalable version of the code that will allow the team to take advantage of systems like the commodity-based Linux terascale clusters.  Though the simulation results are tools in themselves for understanding the nature of the magnetosphere and its substorms, they have a wider applicability beyond basic space science research.  They are also part of the larger National Space Weather Project of the National Oceanic and Atmospheric Administration (NOAA), the Department of Defense, NASA, and the National Science Foundation.   The work was also supported by NSF grants ATM0000950 and ATM9819927, DoD contract F496209910053 and NASA grant NAG58411.

	Significant

If Significant, provide award #s


Provide one or more examples of NSF supported results with grant numbers to justify each selection above. For each example, provide a brief narrative to explain the importance of the result in non-technical terms. For each NSF example cited, include the following information:

NSF Award Number

PI Names

PI Institutions

Relevant Performance Goal/Indicator

Relevant Area of Emphasis

Source for Report

B.2.b COV Questions related to IDEAS Areas of Emphasis
For each relevant area shown below, determine whether the program’s investments and available results demonstrate the likelihood of strong performance in the future? Justify your argument by providing NSF-supported examples of investment results (with grant numbers) that relate to or demonstrate outcomes for the IDEA goal and relevant indicators in the space below the area of emphasis.  If the area of emphasis is not relevant to the activity, do not discuss.

	IDEAS Areas of Emphasis
	Demonstrates likelihood of strong performance in future? 

Select one:

Yes, No, Does Not Apply or Data Not Available

	Biocomplexity in the Environment

Comments:

Advancing our knowledge of the nature and role of biological complexity demands increased attention and collaborations of scientists from a broad spectrum of fields. Understanding the nature and dynamics of biocomplexity in the environment requires the capability to produce models of commensurate complexity.  The PACI program demonstrates the potential for making significant contributions to this area of emphasis in the future.

An example of the interdisciplinary potential provided by the PACI centers involves the use of output from the Regional Atmospheric Modeling System (RAMS) to drive the U Kansas Genetic Algorithm for Rule-Set Prediction (GARP) biodiversity model in runs covering several hundred years.  In this way, researchers are studying how climate change may affect biodiversity. The computational capabilities provided by the program allow much finer resolution to be used in the mode to begin to resolve atmospheric circulations due to mesoscale phenomena, e.g., mountains and valleys.  Such circulations are important to local climate, and resolving them is key to accurate modeling of biodiversity.

Increasing capabilities for modeling complex biological systems are demonstrated by an interdisciplinary team of investigators from New York University and the National Institute of Environmental Health Sciences.  This team used the Alliance’s SGI supercomputer to create the first molecular dynamics simulations to show the actions of a particular polymerase as it takes part in the repair of DNA.


	YES

	Information Technology Research

Comments:

Advanced information technology has expanded the scope of science by adding the computer as an essential component of the research process, along with theory and experimentation.  PACI is an essential component of this area of emphasis, and the program has demonstrated likelihood of strong performance in the future. Scientific computing is where many of the most important fundamental research advances are taking place.  Virtually every field of science and engineering now benefits from, and relies heavily on, the capabilities provided by the PACI centers.

Almost any research project could provide an example of the potential of the PACI program for Information Technology (IT) research.  We cite specific examples of IT developments that have very broad impact across all disciplines.
Since 1994 NASA has been committed to using HDF for storing and managing all data gathered by its EOS sensors.  Other organizations that use HDF as the standard file format include the DOE’s ASCI, and the NOAA’s National Geophysical Data Center.  NASA’s Landsat satellites also use HDF. NCSA’s HDF software is used to organize 1 terabyte of new EOS satellite data every day.  The amount of data generated by the Terra satellite alone is 850GB per day, including all the processed data that is produced.  Terra sends 194 GB/day of raw data, which is almost as much as the Hubble Space Telescope acquires in a year.  Landsat-7 (another HDF product) takes in another 150 GB per day.   

Instead of churning out answers, processors in parallel supercomputers are idled as they wait for an overloaded processor to catch up with the rest. A solution to this overload, which was developed by Danesh Tafti and Weicheng Huang of NCSA, is called computational power balancing. This process dynamically adjusts the number of processors working on a particular calculation. If a processor is reaching overload, the computational power balancing system senses it and recruits an unused processor to share the calculations. Tafti continues to design his parallel programming codes using a collection of functions called Message Passing Interface (MPI). Designed for distributed memory machines, MPI tells processors where data are located and shuttles them back and forth. Tafti stuck with MPI because it works on any parallel architecture. To further increase portability to other types of supercomputers, Tafti and Huang have adopted the industry-standard OpenMP directives.

Randall Bramley and Dennis Gannon, computer scientists at Indiana University in Bloomington, have created a software tool named the Linear Systems Analyzer (LSA) that will enable scientists, engineers, and students to find solutions to large systems of linear equations. Linear systems are what models have to solve when they “do the math” of a simulation. This is accomplished by the help of a solver. Solvers repeatedly work through the matrix of variables and find a unique set of numbers that will solve the calculation. But no one solver will fit all problems. That’s where the LSA comes in. The LSA displays which solvers and other components are resident on that machine, then the user simply clicks buttons on a series of menus to connect components into a graphical display resembling a flowchart. With Alliance support, Bramley and Gannon plan to extend the capabilities of the LSA. Future versions will enable multiple users to collaborate in real time on the same problem from different locations. The LSA may also include “intelligent guidance” that can keep track of the solutions that work best for a particular user’s type of application.
	Yes

	Nanoscale Science and Engineering

Comments:

The ability to work at the molecular level to create nanometer-scale structures with new properties and functions requires unprecedented computational power for simulation, analysis, and design.  PACI resources will be critical to the success of this initiative, and work to date demonstrates likelihood of strong performance in the future.  In the programmatic area of multi-scale, multi-phenomena theory modeling and simulation at the nanoscale, ongoing research indicates the potential impact of PACI resources.  

For example, a team of researchers at Penn State used computer simulations to discover that carbon fibers with mechanical strength comparable to that of diamond can be made. With this background it is possible to study so-called nanotubes of incredible strength leading to the possibility of synthesizing such devices.


	Yes

	Interdisciplinary mathematics

Comments:

PACI provides critical resources that show likelihood for significant impact in the new thrust in interdisciplinary mathematics.  

Many scientific problems involve searching a complex mathematical function for its highest or lowest value.  Protein scientists, for example, find that the basic 3-D structure of a protein is at a global minimum on its potential energy surface or landscape. They use optimization to predict how a protein goes from the high energy state of an unfolded sequence to the lowest energy folded state.  Robert H. Leary, an applied mathematician and senior staff scientist at SDSC, has achieved a new result in the mathematics of global optimization for a system of clustered atoms.  This system allows comparison of calculations with lab measurements, yielding a way to check results, and constitutes an important benchmark for global optimization algorithms.

Michael Holst associate professor of math of UCSD; and David Sept, assistant professor of biomedical engineering at Washington U—created algorithms and codes to solve equations that describe the electrostatic contributions of individual atoms within a system. Prior to these advances, the numbers of atoms that could be modeled at once had been limited by the processing and memory demands of the application.

	Yes


Provide one or more examples of NSF supported results with award numbers to justify each selection above. For each example, provide a brief narrative to explain the importance of the result in non-technical terms. For each NSF example cited, include the following information:

NSF Award Number

PI Names

PI Institutions

Relevant Performance Goal/Indicator

Relevant Area of Emphasis

Source for Report

Comment on steps that the program should take to improve performance in areas of the IDEAS goal. 

B.3.a COV Questions for TOOLS Goal

OUTCOME GOAL for TOOLS: Providing “broadly accessible, state-of-the-art and shared research and education tools.”

Consider each of the six indicators for the TOOLS goal.  Has the activity supported projects that demonstrate significant achievement for the TOOLS outcome goal indicators? Provide NSF-supported examples for each of the relevant indicators that apply to the activity and explain why they are important for the TOOLS outcome. If projects do not demonstrate significant achievement, comment on steps that the program should take to improve.  Do not discuss if indicator is not relevant to the activity.

	TOOLS  INDICATORS
	PROGRAM ACHIEVEMENT 

Select one:

SIGNIFICANT, 

NOT SIGNIFICANT, 

DOES NOT APPLY or DATA NOT AVAILABLE



	Provision of facilities, databases or other infrastructure that enable discoveries or enhance productivity by NSF research or education communities;

Comments:

The two PACI centers provide unparalleled computing capability to support simulations and database activity. In addition this infrastructure supports the education and training of scientists and engineers from a broad collection of disciplines.

(NCSA) Gropp and Lusk’s (Argonne) MPICH, the most widely used implementation of MPI was enhanced with a scalable, fault-tolerant process initiation system capable of starting a 500-process MPI job in a few seconds. MPICH’s ROMIO implementation of MPI-IO now delivers over 500 MB/s on Linux clusters when combined with a parallel file system such as PVFS.  

(NCSA) Argonne (Gropp) enhanced the widely used PETSc library for the solution of linear and nonlinear equations arising from PDEs by adding multigrid preconditioners tailored to the IA-32.  Other work has exploited the Intel IA-32 SSE instructions to provide even higher performance. Using PETSc, one legacy application received the Gordon Bell prize; within the Alliance, PETSc is being used in applications in electrochemical modeling.  

(NCSA) Globus, Condor, and the Access Grid are three production cornerstones of the Alliance Grid activities and are central to the DTF TeraGrid.   Globus provides Grid services for security, job submission, file transfer and information.  Condor (Wisconsin) provides job management and scheduling services for Grid applications and converts commodity hardware into a resource pool, providing process checkpointing, migration and transparent remote file access.  The Access Grid (Argonne) is the basis of all our collaboration technology.  All three of these technologies are now in deployment and production.  They are used at many cites within the Alliance and our partner Grid projects such as NASA’s IPG and other national Grid efforts like GriPhyN (NSF) and PPDG (DOE).

(NPACI) Data Intensive Computing (DICE) technology has been applied in support of education and demonstration of sustained infrastructure use for scientific data collections. U Wisconsin is integrating the NPACI-supported eTEACH project for storing classroom video with the Storage Resource Broker (SRB). eTEACH software is also being used in a U Wisconsin Computational Sciences master’s degree program, and a Sloan Foundation project. U Wisconsin is extending the work on analytical tools for video analysis

(NPACI) The Digital Sky Collections project is an essential component of the National Virtual Observatory grant of the NSF ITR program. To illustrate the capabilities enabled by having entire sky survey image collections online, a project has been started to build a uniform presentation of the 2-Micron All Sky Survey. This requires the access of 5 million images comprising 10 terabytes of data.

	Significant

If Significant, provide award #s

	Provision of broadly accessible facilities, databases or other infrastructure that are widely shared by NSF research or education communities;

Comments:

(NCSA) Globus, Condor, and the Access Grid are the three production cornerstones of the Alliance Grid activities and are central to the DTF TeraGrid..   Globus provides Grid services for security, job submission, file transfer and information.  Condor (Wisconsin) provides job management and scheduling services for Grid applications and converts commodity hardware into a resource pool, providing process checkpointing, migration and transparent remote file access.  The Access Grid (Argonne) is the basis of PACI collaboration technology.  All three of these technologies are now in deployment and production.  They are used at many cites within the Alliance and our partner Grid projects such as NASA’s IPG and other national Grid efforts like GriPhyN (NSF) and PPDG (DOE).

(NCSA and NPACI) In the summer of 2000, the Alliance leadership identified the most advanced deployment projects (i.e., those with a stable distribution and serious user experience and interest) and began a special effort to package the technology for deployment on a much wider basis. They launched the boxed technology efforts (Grid-in-a-Box, Cluster-in-a-Box, Access-Grid-in-a-Box and Display-Wall-in-a-Box) to package the software that was mature enough for deployment across the Alliance Grid and the national community.  This boxed technology is the set of tools that allow expansion of the TeraGrid to encompass a nationwide network of research facilities.  These boxed technologies are prime examples of PACI impact on the broad computing community.

(NCSA and NPACI) Globus is a versatile toolkit for programming grid computing systems, under development at the ISI at USC and at Argonne National Laboratory. It has been deployed at more than 100 sites worldwide.

	Significant 

If Significant, provide award #s

	Partnerships, e.g., with other federal agencies, national laboratories, or other nations to support and enable development of large facilities and  infrastructure projects;

Comments:

(NCSA) Globus played a particularly important role in a tour de force of massively parallel computation in April 2001, when U.S. and German astronomers used their Cactus Computational Toolkit with Globus and MPICH-G2 to compute the evolution of gravitational waves in an enormous relativistic astrophysics simulation. The computations used 480 NCSA processors (SGI Origin 200 platforms) and 1,020 processors of Blue Horizon at SDSC. The astronomical code executed at better than 70 percent efficiency. The Cactus calculations will be key for interpreting the LIGO (Laser Interferometric Gravitational Observatory) gravity-wave detection experiments

(NPACI) PACI data grid infrastructure has been deployed in support of multiple national-scale projects that will form the basis for the user community on the TeraGrid. NPACI data-handling infrastructure is being used in high-energy physics, astronomy, biology, molecular structure, Earth systems science, and neuroscience projects, both within and outside of NPACI. The infrastructure is used by multiple agencies including NSF, NASA, DOE, DOD, NIH, the National Library of Medicine, the National Archives, and the National Historical Publications and Records Commission

(NCSA) Globus, Condor, and the Access Grid are the three production cornerstones of the Alliance Grid activities and are central to the DTF TeraGrid..   Globus provides Grid services for security, job submission, file transfer and information.  Condor (Wisconsin) provides job management and scheduling services for Grid applications and converts commodity hardware into a resource pool, providing process checkpointing, migration and transparent remote file access.  The Access Grid (Argonne) is the basis of PACI collaboration technology.  All three of these technologies are now in deployment and production.  They are used at many cites within the Alliance and our partner Grid projects such as NASA’s IPG and other national Grid efforts like GriPhyN (NSF) and PPDG (DOE).


	Significant 

If Significant, provide award #s

	Use of the Internet to make SMET information available to the NSF research or education communities;

Comments:

This is a core part of the EOT-PACI mission. The EOT-PACI program has multiple Internet-based programs to improve science and mathematics education.  
The EOT-PACI project under the direction of Steve Napear, SDSC and Jim Cos and Roger Wynn from Mountain Empire High School, established a program to help bridge the “digital divide” and provide advanced telecommunications to rural Americans with low incomes.  UCSD and SDSC worked with the World Wide Wireless Web Corporation to provide a rural San Diego county school with high-speed Internet access, equipment, and curricula.  Classroom 21, as the project with Mountain Empire High School is called, measured significantly higher achievement test (SAT9) scores after a full school year experience with this project. .   (October – December 2000 issue of enVision published by NPACI and SDSC)

	Significant

If Significant, provide award #s

	Development, management, or utilization of very large data sets and information-bases; 

Comments:

(NPACI) The Active Data Repository (ADR) integrates application-specific processing with the storage and retrieval of multi-dimensional data sets on a parallel machine with a disk farm. DataCutter supports subsetting and processing of large-scale data in a distributed environment. Both ADR and DataCutter have been used in NPACI collaborations with ESS for satellite data processing (U Maryland), coupling of simulation codes (U Texas), visualization and processing of digitized microscopy images (Johns Hopkins), and visualization of large-scale simulation data (Genetti, SDSC). In collaboration with SDSC, DataCutter has been integrated with SRB to allow spatial subsetting and aggregation on distributed data collections

(NPACI) U Maryland has developed a prototype information discovery and display system for data sets at sites including GLCF, museum data at U Kansas, LTER data at U New Mexico, and a hyperspectral collection at SDSC. The U Maryland data collection and archive are integrated with the storage resources at SDSC using SRB. The REINAS system (UC Santa Cruz) now uses SRB to maintain a production data collection

(NPACI) The Digital Sky Collections project is an essential component of the National Virtual Observatory grant of the NSF ITR program. To illustrate the capabilities enabled by having entire sky survey image collections online, a project has been started to build a uniform presentation of the 2-Micron All Sky Survey. This requires the access of 5 million images comprising 10 terabytes of data


	Significant 

If Significant, provide award #s

	Development of information and policy analyses that contribute to the effective use of science and engineering resources.

Comments:

(NPACI) There are 70 Network Weather Service (NWS) developers worldwide at university and laboratory sites. A portable “real memory” system was added to NWS to make dynamic forecasting of network performance more accurate, and an interface has been built to the Grid Information Service
(NCSA) Reed (UIUC) continued to enhance the SvPablo toolkit for source code performance analysis and integrate PAPI hardware counter support for multilevel performance analysis. 


	ISignificant 

If Significant, provide award #s


Provide one or more examples of NSF supported results with award numbers to justify each selection above. For each example, provide a brief narrative to explain the importance of the result in non-technical terms. For each NSF example cited, include the following information:

NSF Award Number

PI Names

PI Institutions

Relevant Performance Goal/Indicator

Relevant Area of Emphasis

Source for Report

Comment on steps that the program should take to improve performance in areas of the TOOLS goal. 

B.3.b COV Questions related to TOOLS Areas of Emphasis
For each relevant area shown below, determine whether the program’s investments and available results demonstrate the likelihood of strong performance in the future? Justify your argument by providing NSF-supported examples of investment results (with grant numbers) that relate to or demonstrate outcomes for the TOOLS goal and relevant indicators in the space below the area of emphasis.  If the area of emphasis is not relevant to the activity, do not discuss.

	TOOLS Areas of INVESTMENTS
	Demonstrates likelihood of strong performance in future? 

Select one: 

Yes, No, 

Does Not Apply or Data Not Available

	Major Research Equipment (MRE)

Comments:

DTF and TCS have been funded by MRE and are just getting started.  They show great promise for significant performance enhancements to NSF computational infrastructure. Many of the existing MRE activities will be supported by these new facilities.


	Yes

If Yes, provide award #s

	Major Research Instrumentation (MRI) Program

Comments:


	DOES Not Apply 

If Yes, provide award #s

	Science & Engineering information, reports, and databases

Comments:


	DOES Not Apply 

If Yes, provide award #s

	Scientific databases and tools for using them

Comments:

(NPACI)  PACI data grid infrastructure has been deployed in support of multiple national-scale projects that will form the basis for the user community on the TeraGrid. NPACI data-handling infrastructure is being used in high-energy physics, astronomy, biology, molecular structure, Earth systems science, and neuroscience projects, both within and outside of NPACI. The infrastructure is used by multiple agencies including NSF, NASA, DOE, DOD, NIH, the National Library of Medicine, the National Archives, and the National Historical Publications and Records Commission

NPACI maintains and provides enhancements for the Protein Data Bank, which is a single international repository for three-dimensional structure data of biological molecules.

NPACI database technology is being used by the NASA Information Power Grid to establish a digital library interface on top of the NASA archives, and support distributed data analysis.  

NCSA supports the Pacific Rim Digital Library Alliance by providing production support for a collection of Chinese text that is provided in collaboration with the Pacific Rim nations (China, Taiwan, Korea, Japan, Australia, Mexico).  The PRDLA has the potential of assembling the largest collection of Chinese text in the world, through federation of multiple existing data collections


	Yes 

If Yes, provide award #s

	National SMETE Digital Library

Comments:


	DOES Not Apply 

If Yes, provide award #s


Provide one or more examples of NSF supported results with award numbers to justify each selection above. For each example, provide a brief narrative to explain the importance of the result in non-technical terms. For each NSF example cited, include the following information:

NSF Award Number

PI Names

PI Institutions

Relevant Performance Goal/Indicator

Relevant Area of Emphasis

Source for Report

B.4  Please comment on any program areas in need of improvement.

Given the existence of the cyberinfrastructure committee (i.e., blue ribbon panel), which has had the opportunity to gather extensive documentation on this program, we will restrict our comments to critical overall issues.

NSF should move quickly to resolve the issue of operational support for the new hardware acquisitions (TCS & DTF), since the MRE program cannot provide such support.

NSF should work hard to provide a stable (multi-year) source of funding for the program so that there is stability at the centers/partnerships and on behalf of the user community.

B.5  Provide comments as appropriate on the program’s performance in meeting program-specific goals and objectives, which are not covered by the above questions.

B.6  NSF would appreciate your comments for improvement of the COV review process, format and report 

The GPRA is most appropriately handled by a group intimately familiar with the program, for example, the most recent PACI Review Panel (PRP).

In the future, it would be advantageous to have an environment that included a networked set of computers.
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