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Cyberinfrastructure Deployment:
Strategies and Issues

Jim Bottum
Vice Provost and CIO
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CI in EPSCoR
Developing a CI strategy
◦ Infrastructure – resources
◦ People
◦ Programs
◦ ROI and sustainability



Source: EPSCoR Cyberinfrastructure Assessment

Workshop, October 15-16, 2007, Lexington, Kentucky



 97% of NSF’s OCI budget to PIs in non-EPSCoR states

 89% of NSF-sponsored CI resources (TeraGrid) to faculty 
in non-EPSCoR states

 Lack of optical fiber networks limits ability to access the 
nation’s research and education infrastructure

 Lack of human support limits participation in cyber-
enabled initiatives at the national team or investigator 
level

Reference:     http://www.docstoc.com/docs/2915026/Report-on-the-EPSCoR-Cyberinfrastructure-Assessment-Workshop

http://www.docstoc.com/docs/2915026/Report-on-the-EPSCoR-Cyberinfrastructure-Assessment-Workshop�


Research & Education Optical Networks (2008)

Utah & Iowa
added 2009



Networks - Where we were in 1986
Original NSFNet design, 
NCAR, Boulder, CO, 
September 17, 1985
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Where some of us were in 2006
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NSF RFP 06-599 High Performance Computing Operations
Clemson could not submit a proposal based on lack of appropriate connectivity



 In the beginning….
◦ Arpanet and other mission driven networks
◦ NSFNet – connections program, research
◦ Supported common infrastructure in 70s/80s

 Today……
◦ Confused landscape with Internet2, National Lambda 

Rail (NLR), regionals (RONs), telecomm industry issues
◦ CISE – network research programs
◦ EPSCOR/NTIA/OCI leverage next generation?
◦ Broadband policy changes to help anchors

Network Evolution



Important step in the right direction but not enough and needs additional NSF (OCI) participati



• NSF stopped funding network 
connectivity years ago

• GENI returns NSF to 'real' scale network research

• Clemson invested in network facilities to Atlanta and Charlotte – allows 
participation

• First contract just announced

• Regional Networks are key enablers of GENI participation

• EPSCoR funded state initiatives can leverage into GENI contracts 
(Educ community built NSFnet and Arpanet

• Need focus on next generation networking

http://www.geni.net/�
http://www.geni.net/�
http://www.geni.net/wp-content/uploads/2009/03/map-key-final-v21.pdf�


 Centrally-driven (investment), academic, major 
research + HPC, large scale infrastructure –
Louisiana

 Bottom up; people and research intensive; grid 
intensive (good national leverage) and outreach 
to research faculty focused – Oklahoma

 Regional with unique geographical issues; shows 
excellent leveraging to get infrastructure in place 
and deliver varied and quality services – LARIAT

 Taking it to the next level by integrating the 
business community and government into CI 
planning - Kentucky

* Personal workshop observations



CyberInfrastructure (CI)
In Louisiana

B. Ramu Ramachandran

State-wide IT initiative: $25M – Gov. Mike Foster, 2001 - present

LONI - $40M, Gov. Kathleen Blanco, 2004 - 2008

LONI - $10M, Gov. Kathleen Blanco, 2006

LONI Institute - $15M, BoR + Institutions, 2007

CyberTools RII - $12M (NSF), 2007



Presenter: Henry Neeman
Director, OU Supercomputing Center for Education & Research

University of Oklahoma
EPSCoR Cyberinfrastructure Meeting

Lexington, KY
October 15-16 2007



Gwen Jacobs
Professor of Neuroscience

Asst. CIO and Director of Academic Computing
Montana State University

EPSCoR Cyberinfrastructure Workshop
Lexington, Kentucky

October 15-16, 2007



A Public-Private Sector 
Collaboration to Improve 
the Quality of Life in 
Kentucky 

A Strategic Framework

As we emerge from the second largest economic crisis in 
100 years, we may be at a unique point in time where  our 
states  rethinking economies, business approaches and 
investments have at their doorstep a maturing set of 
information technologies that permeate all facets of our 
lives.  These technologies, however, are not yet fully 
integrated in either a business or technical sense. And while 
opportunities abound, much work lies ahead in building new 
and strengthening existing partnerships, breaking down 
technology silos and reaching out to our citizens who may 
still live on the other side of the digital divide.  

2009



Sustainability: infrastructure investments + institutional commitment + 
integration + focus creates sustainable infrastructure and programs

 Resources
◦ Networks, computing, data handling, software infrastructure

 People
◦ education, training, retraining, cross training
◦ staff, students, communities

 Programs
◦ Institutional commitment
◦ Partnerships - in a competitive environment? 
 Determine “pre-competitive” or common space & jointly invest 
 Build on and use each others relative strengths





 Campuses must apportion limited resources across a spectrum 
of campus CI needs.

 Cross-disciplinary centers and campus-wide support structures 
encourage new paradigms for academic and research 
collaborations.

 The capacities of campus IT staff and resources to support CI are 
thin.  Comprehensive CI requires a full spectrum of support and 
resources stretching from the campus up to national centers. 

 Continued evolution of CI hinges on our better understanding 
and adapting to the complexity of this challenge.  

 Leveraging CI resources and enabling new research and 
educational initiatives will depend on our ability to design and 
implement a coherent, coordinated strategic plan.

CASC-EDUCAUSE Report Conclusions



• 2001 Purdue  
emphasized targeted
investment in 
IT (CI) plan 

• Percentage of strategic 
plan funding targeted to 
CI investment

• State of Indiana was 
a co-investor



ROI - Purdue

http://rds.yahoo.com/_ylt=A0WTefSRr8xKQ.gAICuJzbkF;_ylu=X3oDMTBrZmRxamk0BHBvcwMyMDMEc2VjA3NyBHZ0aWQD/SIG=1gqaqehct/EXP=1255014673/**http:/images.search.yahoo.com/images/view?back=http://images.search.yahoo.com/search/images?p=indiana+map&b=190&ni=21&ei=utf-8&pstart=1&fr=yfp-t-154&w=100&h=154&imgurl=davisindustries.net/picts/IndianaMap.jpg&rurl=http://davisindustries.net/&size=16k&name=IndianaMap+jpg&p=indiana+map&oid=f10bbf030af7e3f8&fr2=&no=203&tt=64901&b=190&ni=21&sigr=10rup8ocu&sigi=118na5lq1&sigb=135ivlf40�




“Cyberinfrastructure is 
the primary backbone 
that ties together 
innovation in research, 
instruction, and service 
to elevate Clemson to the 
Top 20”

Dori Helms
Provost

23

Clemson CI Strategy



Over 200 Faculty
Base of 1000

Faculty – Staff 
Task Force

2 campus wide 
funded projects



Condominium computing

• sponsored research, 
departments and central IT

• frees departmental resources (physical 
and human)

• provides on demand access, 
professional support, security

• aggregates compute power for 
grand challenges and 
the greater good



Investment for Growth



USC

Savannah River 
Labs

CURI Lasch

Pee Dee REC

Sandhill REC

Partners•

CU-ICAR/BMW

Clemson

Baruch 
REC

Edisto REC

Coastal 
REC

PSPN: 50 hospitals and 
35 mental health clinics 
Part of FCC’s Rural 
Healthcare Pilot program

South Carolina:  An Evolving Network of Networks 



• $45 M proposal to Dept. of Commerce/NTIA in 
response to Broadband Technology Opportunities 
Program (BTOP)

• Gig connectivity for all public/private SC universities, 
technical colleges, HBCUs plus healthcare, libraries

• Hundreds of anchor sites

• Facilities based approach vs. current service based

• Leverages costs, exponentially expands capacity, 
provides flexibility

• Enables/Enhances education delivery, collaborative 
research, economic development

Palmetto State Integrated Fiber Infrastructure 
(PSIFI)



EPSCoR RII Track 2 Cyberinfrastructure Award - $6.0 M
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South Carolina Cloud: 
STEM Teaching – Parallel Computing – Grid Classroom

4 universities, 1 high school



South Carolina Cloud: 
Remote High Performance Computing and System Admin

3 universities



South Carolina Cloud: 
Building Grids

2 universities, 1 high school



South Carolina Cloud: 
Faculty Activity - FASbook

3 universities



…empowering and 
supporting a 

community………and 
keeping it going....

….two decades of evolution
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Online simulation… …and more!

nanoHUB:
A vibrant community

NCN - A Research and Infrastructure Network
Aiming To Move Nanoscience towards Nanotechnology



37

>72 million hits last 12 months
>91,000 unique users last 12 months in 172 countries
>7,000 simulation users with >400,000 simulations
>430 citations in research 
>72 classes at >41 institutions in 08/09, >290 classes total
Users at all U.S. Top 50 Engineering Schools
17% of all .edu institutions in the U.S.



HUBzero – a sustainability model for CI.....



Return on Investment
South Carolina

South Carolina Cloud EPSCoR RII2        
Desktop to TeraGrid 
EcoSystem 

Endowed Chair 
in Cyberinfrastructure 
- Cyberinstitute

CI - TEAM 

http://rds.yahoo.com/_ylt=A0WTeffnr8xKlm4BdFKJzbkF;_ylu=X3oDMTBrY3JlOW9uBHBvcwMyMzUEc2VjA3NyBHZ0aWQD/SIG=1he921mto/EXP=1255014759/**http:/images.search.yahoo.com/images/view?back=http://images.search.yahoo.com/search/images?p=south+carolina+map&b=232&ni=21&ei=utf-8&pstart=1&fr=yfp-t-154&w=400&h=320&imgurl=www.ilovealpacas.com/map-sc.gif&rurl=http://www.ilovealpacas.com/visit-sc.shtml&size=67k&name=map+sc+gif&p=south+carolina+map&oid=fb2bb356612893c0&fr2=&no=235&tt=41358&b=232&ni=21&sigr=11al2qni2&sigi=10v59cs1n&sigb=13chpva8n�
http://www.energy.gov/index.htm�
http://rds.yahoo.com/_ylt=A0WTefPIvcxKzGAAXNWJzbkF;_ylu=X3oDMTBqaTFoaGxvBHBvcwMxNwRzZWMDc3IEdnRpZAM-/SIG=1hjfl9t69/EXP=1255018312/**http:/images.search.yahoo.com/images/view?back=http://images.search.yahoo.com/search/images?p=national+science+foundation+logo&rs=0ni=21&fr=yfp-t-154&w=100&h=100&imgurl=4hwildlifestewards.org/images/nsf4d.jpg&rurl=http://4hwildlifestewards.org/about%20us/sponsors.htm&size=16k&name=nsf4d+jpg&p=national+science+foundation+logo&oid=eb29ef9323feaf3a&fr2=&no=17&tt=392&sigr=11ln2tt88&sigi=117rrkg7m&sigb=138d2noih�
http://rds.yahoo.com/_ylt=A0WTefPIvcxKzGAAXNWJzbkF;_ylu=X3oDMTBqaTFoaGxvBHBvcwMxNwRzZWMDc3IEdnRpZAM-/SIG=1hjfl9t69/EXP=1255018312/**http:/images.search.yahoo.com/images/view?back=http://images.search.yahoo.com/search/images?p=national+science+foundation+logo&rs=0ni=21&fr=yfp-t-154&w=100&h=100&imgurl=4hwildlifestewards.org/images/nsf4d.jpg&rurl=http://4hwildlifestewards.org/about%20us/sponsors.htm&size=16k&name=nsf4d+jpg&p=national+science+foundation+logo&oid=eb29ef9323feaf3a&fr2=&no=17&tt=392&sigr=11ln2tt88&sigi=117rrkg7m&sigb=138d2noih�


Project Blackbird: 
Deploying Condor in a 

Blackboard Environment

Crossing over organizational silos

Reference:  http://www.educause.edu/eq/

http://www.educause.edu/eq/�


Innovation for Efficiency
• Reduced total archive time 

from > 85 hrs to < 24 hrs

• Job scheduling – all servers finish
at the same time

• Zero impact to Blackboard Performance

• Load balancing – archive jobs are distributed as cores 
become available

• Takes advantage of all available CPU cores instead of just 
one core per server

Commercial potential





 Issues coordinating programs and 
investments
◦ Federal, state/jurisdiction, institution level

 Regulatory issues in optical network 
expansion?
◦ NetNeutrality

 NSF role today in campus connections?
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