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Bryn Mawr College: D. Kumar

Howard University: C. Liu

MIT: M. Sudan (co-PI), P. Shor.

Purdue University (lead): W. Szpankowski (PI)

Princeton University: S. Verdu (co-PI)

Stanford University: A. Goldsmith (co-PI)

University of California, Berkeley: Bin Yu (co-PI)

University of California, San Diego: S. Subramaniam

UIUC:  P.R. Kumar,  O. Milenkovic.
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… the night before the NSF site visit
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Shannon Legacy
The Information Revolution started in 1948, with the publication of:

A Mathematical Theory of Communication.

The digital age began.

Claude Shannon:

Shannon information quantifies the extent to which a 
recipient of data can reduce its statistical uncertainty.

“semantic aspects of communication are irrelevant . . .”

Applications Enabler/Driver:

CD, iPod, DVD, video games, Internet, Facebook, WiFi,  mobile, Google, . . 

Design Driver:

universal data compression, voiceband modems, CDMA, multiantenna, 
discrete denoising, space-time codes, cryptography, . . .
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Post-Shannon Challenges
We aspire to extend classical Information Theory to meet 

challenges of today posed by rapid advances in biology, 

modern communication, and knowledge extraction.

We need to extend traditional formalisms for information to 

include:

structure, time, space, and semantics,

and other aspects such as:

dynamical information, physical information, representation-

invariant information, limited resources, complexity, and 

cooperation & dependency.

5



Science & Technology Centers Program

Center for Science of Information

Post-Shannon Challenges
Structure:

Measures are needed for quantifying 

information embodied in structures (e.g., 

information in material structures, 

nanostructures, biomolecules, gene 

regulatory networks, protein networks, 

social networks, financial transactions).

Time & Space:

Classical Information Theory is at its 

weakest in dealing with problems of delay

(e.g., information arriving late maybe 

useless or has less value).

Semantics & Learnable Information: 
How much information can be extracted for 

data repository? Is there a way to account 

for the meaning or semantics from data?
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Post-Shannon Challenges
Other related aspects of information:

Limited Computational Resources: In many 

scenarios, information is limited by available 

computational resources (e.g., cell phone, living 

cell).

Representation-invariance: How to know whether 

two representations of the same information are 

information equivalent?

Cooperation: Often subsystems may be in conflict

(e.g., denial of service) or in collusion (e.g., price 

fixing). How does cooperation impact information

(nodes should cooperate in their own self-interest)?
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Standing on the Shoulders of Giants . . .
Manfred Eigen (Nobel Prize, 1967)

“The differentiable characteristic of the living systems is 
Information. Information assures the controlled reproduction of 
all constituents, ensuring conservation of viability . . . . 
Information theory, pioneered by Claude Shannon, cannot 
answer this question . . . in principle, the answer was 
formulated 130 years ago by Charles Darwin”.

P. Nurse, (Nature, 2008, “Life, Logic, and Information”):

Focusing on information flow will help to understand better 
how cells and organisms work. . . . the generation of spatial
and temporal order, cell memory and reproduction are not fully 
understood.

A. Zeilinger (Nature, 2005)

. . . reality and information are two sides of the same coin, that 
is, they are in a deep sense indistinguishable
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Science of Information
The overarching vision of the Center for Science of Information is to develop 

principles and human resources guiding the extraction, manipulation, and 

exchange of information, integrating space, time, structure, and semantics.

9



Science & Technology Centers Program

Center for Science of Information

Mission and Center’s Goals 
Advance science and technology through a new quantitative 

understanding of the representation, communication and processing of 

information in biological, physical, social and engineering systems.

Some Specific Center’s Goals:

• define core theoretical principles governing transfer of information,

• develop meters and methods for information,

• apply to problems in physical and social sciences, and engineering,

• offer a venue for multi-disciplinary long-term collaborations,

• explore effective ways to educate students,

• train the next generation of researchers,

• broaden participation of underrepresented groups,

• transfer advances in research to education and industry.
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Integrated Research
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Research Thrusts:

1.  Information Flow in Biology

2.  Information Transfer in Communication

3.  Knowledge:

Extraction, Computation & Physics

S.  Subramaniam         A. Grama

V. Anantharam        O. Milenkovic

M. Sudan               M. Atallah

Create a shared intellectual space, integral to the  

Center’s activities, providing a collaborative 

research environment that crosses disciplinary and 

institutional boundaries.
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Education and Diversity
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D. Kumar 

R. Hughes

M. Ward

T. Coleman

Integrate cutting-edge, multidisciplinary research and 

education efforts across the center to advance the 

training and diversity of the work force
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Knowledge Transfer

Industrial affiliate program in the form of consortium:

• Considerable intellectual resources

• Access to students and post-docs

• Access to intellectual property

• Shape center research agenda

• Solve real-world problems

• Industrial perspective

Knowledge Transfer Director: Ananth Grama
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Develop effective mechanism for interactions between the center and 

external stakeholder to support the exchange of knowledge, data, and 

application of new technology.



Science & Technology Centers Program

Center for Science of Information

Vice President for Research 

Purdue University

Executive Committee
P.R. Kumar, A. Goldsmith, 
D. Kumar, S.Subramaniam, 
P. Shor, B. Yu, S. Verdu

External Advisory BoardDirector

W. Szpankowski

Technical Thrusts Education Director Knowledge Transfer

A. Grama

Diversity Director

R. Hughes

Management Structure

Associate Directors
A. Grama, D. Kumar, V. Rego
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Managing Director

Biology

S. Subramaniam

Communication

V. Anantharam

Knowledge

M. Sudan
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Plan for the First Year
Research
(a) Methods:

- temporal & spatial information

(e.g., how to define information in spatio-temporal space, wireless, biological temporal networks, non-
asymptotic limits in data compression)

- structural information

(e.g., graph compression, LZ-based graph compression, definition of a structural compression, finding 
algebraic structure in data, understanding skewness of protein structure).

- knowledge extraction

(e.g., representation-invariant information, information with limited resources,  quantum information)

(b) Applications

- communication

(e.g., wireless network capacity, ad hoc design, control-space-time,  network coding, fundamental limits, how   
to transform information across unreliable wireless with bounded delays, how to account for overhead, how to 
measure temporal information) 

- biology

(e.g., understanding skewness of protein structures, metabolic dynamic, data analysis and modeling, data 
reduction and knowledge extraction in biological networks, temporal coding in neuroscience) 

Education:
• Initiate undergrad courses in science of information

• Invite 10 students for a summer program
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